
 

 

 

BALTIC JOURNAL OF LAW & POLITICS 
A Journal of Vytautas Magnus University 

VOLUME 15, NUMBER 4 (2022) 

ISSN 2029-0454 

 

Cite: Baltic Journal of Law & Politics 15:4 (2022): 466-474 

DOI:10.2478/bjlp-2022-004050 

 

Comparative Analysis of Accuracy, Sensitivity & Specificity of 
Novel Decision Tree Algorithm to Maximise the Early Detection 

Rate of Lung Cancer in Comparison with Logistic Regression 
Algorithm 

 

Y Kotesh kumar 

Research Scholar, Department of Electronics and Communication Engineering, 

Saveetha School of Engineering, Saveetha Institute of Medical and Technical 

Sciences, Saveetha University, Chennai, Tamilnadu. India. Pincode: 602105. 

 

R. Priyanka 

Project Guide, Corresponding Author, Department of Electronics and 

Communication Engineering, Saveetha School of Engineering, Saveetha Institute 

of Medical and Technical Sciences, Saveetha University, Chennai, Tamilnadu. 

India. Pincode: 602105. 
 
Received: August 8, 2022; reviews: 2; accepted: November 29, 2022. 
 

Abstract 

 

Aim: The objective of this research work is to maximise the early detection rate of lung 

cancer using the novel decision tree algorithm in comparison with the logistic regression 

algorithm. Methods and Materials: A total of 304 samples are collected from three lung 

cancer datasets available in kaggle. Group 1 represents the novel decision rate algorithm 

and group 2 represents the logistic regression algorithm.The G power calculation was done 

with 80 % of power and alpha of 0.05. Results: Novel decision tree has achieved the 

significance accuracy of 94.86 % compared to 80.11 %, by logistic regression algorithm. 

The novel decision tree algorithm has achieved the significance value of 0.044 when 

compared to the logistic regression algorithm. Conclusion: In this research, it was 

observed that the decision tree method outperforms the logistic regression approach in 

detecting lung cancer in the datasets that were considered. 
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INTRODUCTION  

  

Lung cancer is the second most prominent cancer in men and women worldwide, and it is 

the leading cause of mortality in both men and women. Nowadays, cancer is a massive 

public health problem around the world. Therefore early detection and classification of lung 

cancer have become needed to cure the patients. (C. Subhash. 2013) Lung cancer begins 

to evolve while cells start to develop out of control. Most lung cancers start with inside the 

ducts that deliver air to the glands (ductal cancers). Some begin with inside the glands 

that make lungs expand (lobular cancers). A small variety of cancers start in different 
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tissues inside the lungs (A. Mariotto, E. Feuer. 2009, August). These cancers are called 

sarcomas and lymphomas and are not really thought of as lung cancers (S. I. Padma. 

2019). Early identification of lung disease using image processing techniques is significant 

as it is connected with an expanded number of accessible treatment choices, expanded 

endurance, and improved personal satisfaction (G. Raghu. 2019). Innovative lung cancer 

detection CAD systems with deep learning and machine learning algorithms have 

applications in image recognition, video recognition, image classification, iris monitoring 

and  medical image analysis (K. M. Chaitra. 2021) (Smerage et al. 2014) (Varma, 

Deekshitha Varma, and Priyanka 2022). 

In recent years several articles have been published on lung cancer detection using novel 

decision tree algorithms. Many researchers have published in IEEE xplore around 102 

research articles, around 5310 research articles in google scholar and around 640 research 

articles were published in Science Direct. Recently a lot of research has been done on a 

variety of Lung cancer using deep learning and machine learning for lung cancer detection 

(E. Williams. 2015). The growth and new technological innovations especially machine 

learning and artificial intelligence have a great impact on medical applications providing 

an effective supporting tool (P. E. Andersen. 2012) in different fields in medicine. 

Specifically with image processing (S. Thomas. 2009). For image processing segmentation 

and classification, different machine learning methods are proposed which support the 

radiologist with a clear opinion. In the survey different methodology and modification of 

pre-trained networks are used for segmentation, classification and analysis of affected MRI 

lung image. (Maiti et al. 2010) developed a method focused on optimised tumour detection 

and segmentation using decision trees. (Abinaya and Padma 2019) predicting lung cancer 

with deep learning. The dataset used is not up to the mark. In practice lung cancer is not 

easy to detect accurately within the early time and it is difficult to cure completely in later 

stages. They will weaken the lung and cause lung cancer (Hakim et al. 2015). In recent 

years, deep learning and machine learning algorithms have developed fast, and exceed 

human performance in visual tasks. (Sezer and Sezer 2020).  

Previously our team has a rich experience in working on various research projects across 

multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020).The existing 

systems use a smaller number of datasets which have major difficulty in detection of lung 

cancer. In order to overcome this, more datasets have been used in the proposed logistic 

regression algorithm which has been implemented using the novel decision tree algorithm. 

The accuracy is highly increased using the proposed innovative detection of lung cancer 

method using machine learning techniques. 

 

MATERIALS AND METHODS 

  

The research was conducted in the Department of Electronics and Communication 

Engineering, Saveetha School of Engineering at Saveetha Institute of Medical and 

Technical Sciences. This analysis consists of two different groups, a novel decision tree 

algorithm and a logistic regression algorithm. A total of 304 lung cancer samples were 

taken from two groups. The group 1 with 20 samples and group 2 with 20 samples were 

used in this analysis. The sample size was estimated for each group using a G power 

calculator with 80 % of pretest power, alpha error of 0.95, threshold value of 0.05, 

confidence level of 95 % (R, Sannasi, and Rajaguru 2019; Mutyalamma et al. 2017)  

Decision Tree 

Decision tree algorithm is a family of simple probabilistic classifiers based on applying 

decision theorem, from different vision objects and reducing the amount of data to be 

processed. It has been widely applied in various computer vision and image processing 

applications. 

The steps involved in Decision tree algorithm are 
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Step 1: The images from the dataset are given as input to the decision tree algorithm. 

Step 2: The images are processed using lung cancer reduction of gradient calculation  

Step 3: Apply decision Tree on the subset of attributes that maximises classification of 
accuracy. 

Step 4: Calculate accuracy of the classifier which measures the ability of the classifier to 
correctly classify the unknown sample.  

  

Logistic Regression 

The logistic regression is used in image processing for better accuracy results. Technically, 

it is a discrete differentiation operator, computing an approximation of the gradient of the 

image intensity function.  

Step 1: Convert the true-colour RGB image to the grayscale lung cancer image. 

Step 2: Pre-allocation of the filtered image matrix with zeros is done. 

Step 3: Thresholding on the filtered image is carried out and the lung cancer-detected 

images are obtained. 

The testing setup for the simulation of the decision tree and the logistic regression 

algorithm is done using the JUPYTER (2020) (Lavanya 2018). The basic system 

requirements for the JUPYTER software is 8th generation Intel i5 processor with 4GB RAM. 

It provides an interactive environment for algorithm development, data visualisation, data 

analysis, and numerical computation.  

 

Statistical Analysis 

IBM SPSS statistical tool was used for statistical analysis of this proposed work. The 

dependent and independent variables are analysed using independent sample t-tests. 

Independent sample t-tests were done for accuracy and mean deviation. Group 1 as 

logistic regression algorithm and group 2 as decision tree algorithm with 20 samples. Each 

group is considered for analysis of independent sample t tests. Accuracy is considered as 

a dependent variable whereas symmetry, compactness, correlation and energy are 

considered to be independent variables (Sathishkumar et al. 2019). 

  

RESULTS 

  

The novel lung cancer systems using decision tree give better accuracy and false 

identification rate when compared to the logistic regression algorithm.  

Figure 1 represents the image of lung cancer patients with blood clots in their deep vein 

(pulmonary embolism) which is taken from the kaggle database for analysis. Fig. 2 shows 

the cancer developed in cells producing mucus substances which creates the larger impact 

in the lung. 

Fig. 3 shows the statistical analysis of mean accuracy and groups. The mean accuracy and 

the standard deviation of the decision tree (85.80 %) is better than the logistic regression 

algorithm (75.10 %). X axis represents Decision tree algorithm vs logistic regression 

algorithm, Y axis represents Mean accuracy. 

Table 1 shows the group statistics and accuracy of the decision tree and logistic regression 

algorithm with mean and standard deviation of 85.80 and 3.15, 75.10 and 3.38 

respectively. The decision tree algorithm achieved a better standard error of 0.997 with 

the logistic regression algorithm.  

Table 2 denotes the independent sample t- test of the group and mean accuracy of decision 

tree algorithm and logistic regression algorithm. There is a statistically significant 

difference in comparison with the decision tree and logistic regression algorithm (p<0.05). 

The decision tree algorithm has the highest accuracy (94.86 %) and the logistic regression 

algorithm has the lowest accuracy (80.11 %). Table 3 represents the practical values of 

accuracy for selected classifiers with a decision tree of 94.86% and Logistic regression of 

80.11 %.  
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DISCUSSION 

  

In this work it is observed that the decision tree algorithm has reduced the false detection 

rate when compared to the logistic regression algorithm by performing an independent 

sample t-test. The proposed algorithm reduces the false detection rate of lung cancer 

detection and improves the accuracy of detection.  

According to the research, the decision tree algorithm appears to be superior to the logistic 

regression approach, and difficulties with false lung cancer identification are addressed by 

the decision tree algorithm employing a revolutionary lung cancer detection system. The 

decision tree method was suggested by (Chan et al. 2009) for higher accuracy and 

reducing the false detection rate, and it reached an accuracy of 88.52 percent. Using the 

gradients method, (Wang 2018) gave an overview of lung cancer detection strategies and 

obtained detection accuracy of 80.11 percent. 

(Alloghani et al. 2019))proposed a decision tree that specified a lung cancer detection 

technique based on morphological edge detection and background differencing method 

with 86.89 % of accuracy achieved. (Bhandary et al. 2021; Odeh 2017) proposed a support  

vector model to identify the primary and secondary stages of lung cancer and achieved 

the detection accuracy of 95.5%. (Garud and Dhage 2021) used convolutional neural 

network and computed tomography images for detection of malignant or benign lung 

cancer stages with the accuracy of 87.4%. (Huber 2012) used the logistics regression 

algorithm with the computed tomography images to improve the detection rate of lung 

cancer and achieved the accuracy of 87.4%.   

The proposed method focused on removal of false detection rate of lung cancer detection 

system by using two different detection algorithms. The limitation is that if the 

discontinuities persist then the identification rate of the system is affected. In the future 

work, a false detection rate of lung cancer removing approach based on the region 

techniques can be included for better identification ratio. 

 

CONCLUSION 

 

The novel decision tree algorithm for lung cancer system achieved the better detection 

rate in terms of accuracy. The decision tree algorithm produces significantly better 

accuracy (14 % higher) when compared to the logistic regression algorithm. 
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Fig. 2. Cancer develops in cells that produce mucus substances which denote the larger 

impact in the lung and the image was taken from the kaggle lung cancer dataset. 

 

Fig. 3. Statistical analysis of mean accuracy and groups. The mean accuracy and the 

standard deviation of Decision Tree (85.80 %) is better with the Logistic regression 

algorithm (75.10 %). X axis: Decision Tree algorithm vs Logistic regression algorithm, Y 

axis: Mean Accuracy ± 2 SE. 
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Table 1. Comparison of the group statistics and accuracy of decision tree and logistic 

regression algorithm with mean and standard deviation of 85.80 and 3.15, 75.10 and 

3.38 respectively. The decision tree algorithm achieved a better standard error of 0.997 

when compared to the logistic regression algorithm. There is a statistically significant 

difference in accuracy of the 2 algorithms using independent sample t-tests 

Group Statistics 

  
Classifier  N Mean 

 Std. 

Deviation 

Std. Error 

Mean 

ACCURACY Decision 

Tree 

20 85.800 3.15524 .99778 

Logistic 

regression  

20 75.100 3.38132 1.06927 

 

Table 2. Independent sample t-test analysis for group and accuracy of decision tree 

algorithm and logistic regression algorithm. There is a statistically significant difference 

in comparison with the decision tree and logistic regression algorithm with p<0.05 using 

t-test. The decision tree algorithm had the highest accuracy (94.86 %) and the logistic 

regression algorithm the lowest accuracy (80.11 %). 

 Independent samples test 

 Levene’ 

Test For 

equality 

of 

Varianc

es 

 T-test For Equality of Means  

F sig t df Sig 

2 

Mean 

differe

nce 

Std 

error 

differe

nce 

95% 

confidence 

interval of 

the 

difference 

lowe

r 

upper 

Accur

acy 

Decisio

n Tree 

.39

0 

.04

40 

 

7.3

16 

 18 <.0

01 

 

10.700

00 

 

1.4624

9 

 

7.627

41 

 

13.77

259 

 

 

Logistic 

Regress

ion 

  

 

7.3

16 

17.9

14 

.00

1 

 

10.700

00 

 

 

1.4624

9 

 

 

7.626

36 

 

 

13.77

364 
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Table 3. The Practical values of accuracy for selected classifier with decision tree of 

94.86 % and logistic regression of 80.11 % 

Algorithm  Accuracy (%) 

Decision Tree  94.86 % 

Logistic Regression  80.11 % 

 

 

 

 

 


