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Abstract 

 
Aim: To enhance the accuracy in detection of Novel Cloud malware in cloud storage data Using  K-
Nearest Neighbors Algorithm comparing Naive Bayes Algorithm to reduce false detection. Materials 

and Methods: This research work we are considering two groups,one group is K-Nearest Neighbors 
Algorithm (KNN) comparing group 2 Naive Bayes Algorithm (NB).  Each group consists of a sample 

size of 30. Their accuracies are compared with each other using different sample sizes also. Results: 
By running algorithms for various iterations the following results are obtained. SPSS was used to 
calculate the sample size. The pre-test analysis was maintained at 80%. G-power is used to calculate 
sample size.  K-Nearest Neighbors Algorithm is 99.4% more accurate than the Naive Bayes Algorithm 
of 62.8% in detection of malware in cloud storage data which reduces the false detection rate 
(p=0.001). Conclusion: Through this, we are able to prove that the prediction novel cloud Malware 

Analysis done using K-Nearest Neighbors (KNN) model is significantly better than the Naive Bayes 
in identifying Malware detection in cloud storage data. It can be also considered as a better option 
for the classification of malware detection. 
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INTRODUCTION 

 

Antivirus software programs are one of the most broadly used popular tools for detection, 

preventing malicious and undesirable scripts. However, the future impact of common host 

primarily based antivirus programs is questionable (El-Khouly and El-Seoud 2017). 

Antivirus software programs neglect to see various contemporary threats and their 

growing intricacy has ended in vulnerabilities which might be being taken advantage of by 

malware scripts (Yadav 2019). This document supports a replacement approach for host 
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malware recognition based on the implementation of antivirus as a network service in the 

cloud (Supriya et al. 2020). This mannequin permits the detection of malicious and 

undesirable by software using more than one detection engine severally (Win, Tianfield, 

and Mair 2015; “Malware Detection in Cloud Computing Infrastructures” 2018). We 

additionally argue the advantages of a couple of detection for the duration of the cloud 

and give a brand latest technique to work detection throughout the cloud (Watson et al. 

2016).  

 

Most cited articles, The websites visited reference are IEEE and Google Scholar. 

IEEE has 90 citations and Google scholar has about 170 citations. “Malware detection in 

cloud computing infrastructures” (Win, Tianfield, and Mair 2015) has been cited by 161, 

"Analyzing CNN based behavioral malware detection techniques on Cloud Iaas" 

(Christodorescu et al. 2007) was Cited by 15, "Effective analysis of malware detection in 

cloud computing"  was Cited by 22. This paper consolidates detection methodologies, static 

signature analysis and dynamic evaluation detection. Utilizing this component, We 

discover that Novel Cloud Malware discovery presents 35% higher discovery inclusion 

against the latest threats using this method compared with an individual antivirus machine 

then a 98% discovery dimension throughout the cloud environment (Salam, Maged, and 

Mahmoud 2014). Malware safety of pc structures is a totally crucial assignment in Cyber-

Security (McDole et al. 2020). Even one unmarried assault is enough to lose our data 

(Nancy et al. 2016).  

 

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020). The research 

gap identified from the literature survey is that classification models adopting Naive Bayes 

are not appropriate for handling massive datasets. It doesn’t operate properly when the 

dataset has extra target instructions with greater noise and overlapping. In these cases 

the volume of highlights for every data factor surpasses the volume of making ready 

information tests, The accuracy of Naive Bayes will fall short of expectations. The study's 

goal is to implement novel malware detection and improve the classification accuracy by 

incorporating Naive Bayes Algorithm comparing K-Nearest Neighbors Algorithm to reduce 

false detection (Hegedus et al. 2011).  

 

MATERIALS AND METHODS 

 

The research work was performed in the Data analytics Lab in the Department of 

Computer Science and Engineering, Saveetha School of Engineering, Saveetha Institute 

of Medical And Technical Sciences. The sample size taken for conducting the experiment 

was 10. Two groups are considered as classifiers algorithms in order to classify prediction 

of fare amount, machine learning classification algorithms are used. The work was carried  

out on 100000 records from  a data-master dataset (Joslin 2010). The accuracy in 

classifying the blood cells was performed by evaluating two groups. A total of 10 iterations 

were performed on each group to achieve better accuracy. The study uses a dataset-

master image dataset downloaded from kaggle. 

 

Naive Bayes (NB) Algorithm: 

Naive Bayes is a probabilistic ML algorithm that can be utilized in a wide assortment 

of grouping tasks. The name naive is utilized on the grounds that it accepts the provisions 

that go into the model are free of one another. Equation (1) gives the numerically given 

the Bayesian calculation is addressing a class variable and the arrangement of qualities, 

Conditional probability of A given B can be registered as: 

 
 P(A | B) = P(A ∩ B) / P(B)       (1) 

 

K-Nearest Neighbors (KNN) Algorithm 

https://paperpile.com/c/ZdJoTj/CvrR
https://paperpile.com/c/ZdJoTj/Tqk7+gWoh
https://paperpile.com/c/ZdJoTj/Tqk7+gWoh
https://paperpile.com/c/ZdJoTj/4mot
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The K-Nearest Neighbors algorithm is a simple, supervised machine learning algorithm 

that can be used to resolve both regression  and classification problems. It's easy to set 

up and operate, but has an important downside of becoming significantly slower as the 

quantity of that information in use increases. 

 

Numerical Example of K-Nearest Neighbor Algorithm 

1. Here, the Step-By-Step instruction on a way to cypher the KNN algorithm. 

2. Based on Parameters K = Number of Nearest Neighbors. 

3. Compute the difference distance between the query-instance and every one of the 

preparation tests. 

4. Sort the distance and get nearest neighbors predicting on the K-th minimal 

distance. 

5. Y is the category for the Nearest Neighbors. 

6. Use the easy majority of the order of Nearest Neighbors as the query-prediction 

instance's value. 

 

Statistical Analysis 

Statistical Package for the Social Sciences Version 23 software tool for statistical analysis, 

a software application was used. For accuracy, an independent sample T-test was used. 

The SPSS Software programme was also used to calculate standard deviation and standard 

mean errors. Group statistics and independent sample t-tests were performed on the 

experimental results and the graph was built for two groups with two parameters under 

study. 

 

RESULTS  

 

The proposed algorithm Naive Bayes and existing algorithm K-Nearest Neighbors (KNN) 

algorithm were run at a time in an Anaconda-Jupyter. Fig. 1 shows an Architecture diagram 

Table 1 has the sample sets executed for a number of iterations, the accuracy values of 

the accuracy grouping of Naive Bayes and K-Nearest Neighbors Algorithm classifiers 

differs.  

Analysis of the overall classification of Detection of Novel Cloud Malware in Cloud storage 

Data by Naive Bayes and K-Nearest Neighbors Algorithm models shows the classification 

of the detecting malware. K-Nearest Neighbors (99.4%) shows better accuracy than Naive 

Bayes (62.7%). Statistical Analysis of Standard Error, Standard deviation, Mean and 

Accuracy of Naive Bayes and K-Nearest Neighbors Algorithm is done. The group statistics 

for the t-test is shown in Table 2 and an independent sample test for the given samples is 

shown in Table 3. There is a genuinely massive contrast in Accuracy values between the 

algorithms. K-Nearest Neighbors had obtained higher accuracy compared to Naive Bayes 

(NB) which is shown in Fig. 2.  

Figure 2 the Bar chart suggests the evaluation of Accuracy and loss of Naive Bayes 

Algorithm and K-Nearest Neighbors. It’s easily observed that K-Nearest Neighbors gives 

more accuracy and low mistakes when varied with Naive Bayes as shown in Fig. 2. 

 

DISCUSSION 

 

The Naive Bayes and K-Nearest Neighbors (KNN) algorithm classifiers on a dataset 

acquired from diverse sources like Kaggle, Github, et al. are compared during this section. 

After completing preprocessing and extraction on the dataset, the dataset was separated 

into portions for training and testing. The accuracy is calculated using both K-Nearest 

Neighbors Algorithm and Naive Bayes. Surprisingly, the Naive Bayes outperformed the 

KNN in every way. The accuracy of a classifier is critical in determining the efficacy of 

Detection of Novel Cloud Malware in Cloud storage to reduce false detection.  

 

Machine learning algorithms for cloud-based malware detection are being 

investigated and give the similar findings as discussed in this paper. (Thomas, 

Vijayaraghavan, and Emmanuel 2020; Kimmell, Abdelsalam, and Gupta 2021). This paper 

https://paperpile.com/c/ZdJoTj/a4eXA+iiK4A
https://paperpile.com/c/ZdJoTj/a4eXA+iiK4A
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gives the analysis of varied Models of machine learning that can be utilized as a starting 

point for further study that focuses just on one machine learning model. The opposite 

findings are specified in the K-NN Classification of Malware in Cloud Traffic Using the Metric 

Space Approach (Lokoč et al. 2016). Malware monitoring in cloud environments using k-

NN classification is explored in this paper. The measurement space strategy for estimated 

k-NN look over a dataset of meager high-layered descriptors is the focus of this paper. 

There are limitations with various cloud conditions in identifying malware and 

furthermore proposes a cloud-based malware identification structure, which utilizes a 

hybrid way to distinguish malware. Cloud malware analysis tools are developing new and 

advanced features, which will probably be able to resolve such uncertainties. These 

findings are being provided to an interface that will display and populate a Machine 

Learning (ML) algorithm that identifies and simplifies the principles underlying the data it 

encounters. Despite the actual fact that the presented methodology yielded good results, 

the approach's shortcoming is that it needs to be enhanced to reduce false detection of 

malware. This may be avoided in the future by combining Naive Bayes with other 

approaches. 

 

CONCLUSION 

 

 The studies on prediction are completed using the device getting to machine 

learning algorithms. Naive Bayes algorithm compared with K-Nearest Neighbors Algorithm 

(KNN)  are giving the accuracy of 62.8% and 99.4% respectively. The studies can be in 

addition prolonged with diverse datasets and diverse attributes for the ensemble of the 

device getting to know algorithms. 
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Tables and Figures 

Table 1.  Comparing Accuracy and Sensitivity achieved during the evaluation of Naive 

Bayes and K-Nearest Neighbors models for classification with different iterations. 

 No. of  Iteration Naive Bayes        K-Nearest Neighbors 

1  62%     98% 

2   64%     96% 

3    60%     99% 

4     63%      97% 

5     61%       94% 

  

Table 2. Standard Error, Standard Deviation, Mean, and Accuracy of Naive Bayes and K-

Nearest Neighbors Statistical Analysis In the algorithms, there is a statistically significant 

difference in accuracy values. K-Nearest Neighbors had the highest Accuracy (99%) and 

Sensitivity (62%) compared with Naive Bayes. The Standard error is also less in Naive 

Bayes in comparison to K-Nearest Neighbors. 

           Accuracy Group      N     Mean   Std. Deviation Std.Error Mean 

    Naive Bayes 

 

 KNN 

      5 

 

      5 

  62.5420 

 

  97.7240 

.44757     

 

   .63787 

     .20016 

 

     .28526 

 

Table 3. Comparing the significance level for Naive Bayes and K-Nearest Neighbors  

algorithms with value p = 0.001. Both Naive Bayes and K-Nearest Neighbors have a 

significance level less than 0.05 in terms of accuracy with a 95% confidence interval. 
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Fig. 1: Architecture Diagram Malware Analysis  
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Fig. 2: Comparison of mean accuracy of Naive Bayes and K-Nearest Neighbors 

algorithm. The standard errors appear to be less in K-Nearest Neighbors (KNN) 

compared to Naive Bayes. K-Nearest Neighbors appear to produce more consistent 

results with higher sensitivity. X-Axis: K-Nearest Neighbors vs Naive Bayes algorithm. Y-

Axis: Mean sensitivity of detection +/- 2 SD, Error Bars 95% CI. 

 

 

 

 

 

 


