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Abstract 

 
Aim: The main aim of the research is to predict rainfall using Linear Regression over Logistic Regression. 

Materials and Methods: Linear Regression and Logistic Regression are implemented in this research 
work. Sample size is calculated using G power software and determined as 10 per group with pretest 
power 80%, threshold 0.05% and CI 95%. Result: Linear Regression provides a higher of 91.18% 

compared to Logistic Regression algorithm with 87.05% in predicting rainfall. Two groups differ 
significantly from one another, as shown by a significance value of 0.003 (p<0.05). Conclusion: Linear 
Regression algorithm predicts the rainfall better than Logistic Regression algorithm. 
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INTRODUCTION 

 

The work is about Rainfall Prediction using Novel Linear Regression over Logistic 

Regression. The prediction using machine learning has succeeded in comparing Linear 

Regression over Logistic Regression Algorithm. The ability to predict rainfall helps prevent 

flooding, save human lives and propertRainfall is a crucial occurrence within a meteorological 

system, because its irregular nature immediately affects water-useful planning, agricultural, 

and biological processes.(Cramer et al. 2017).Precipitation is intimately linked to the vast 

majority of the pressing contemporary issues, including soil erosion, draughts, heat waves, 

and  weather-related difficulties(Mohammed et al. 2020). Applying the logistic regression 

approach, which is completely dependent on retrospective Demeter forecasts, to monthly 

rainfall projections in India's meteorological divisions (Prasad, Dash, and Mohanty 2010).  

Predicting rainfall is a vital component of weather forecasting. In the past, attempts have 

been made to forecast the daily rainfall using certain approaches.The applications of  Rainfall 
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downscaling represents precipitation and temperature scenarios based totally on weather 

move indices(Mahmood 2017). 

In the last five years,Google Scholar identified almost 17000 articles on  Rainfall 

Prediction using Machine Learning. To develop a prediction model for accurate rainfall, 

forecasting poses one of the greatest problems for academics in a variety of domains, 

including meteorology, environmental device learning, and numerical forecasting (Basha et 

al. 2020).  An important component of the hydrological cycle is rainfall, and changes to its 

pattern have an immediate effect on water reserves.(Praveen et al. 2020).India is an 

agricultural nation, and crop production plays a significant role in the country's economy. 

Rainfall is a natural miracle defined as the outgrowth of commerce between several 

complicated atmospheric procedures (Barde and Patole 2016). The perpendicular histories of 

temperature and moisture are the best forecasters of rainfall, but new factors like the wind  

and  company cleave or confluence  also be important(Yang et al. 2019).Forecasting is a 

difficult task, and doing so for the climate is even more concerning(Rodrigues and Deshpande 

2017). From all these research papers, the best study paper in my opinion is (Rodrigues and 

Deshpande 2017).                                                                                                                                           

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish and 

Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020).The research gap 

identified from the existing system shows poor accuracy. Linear Regression is a direct 

approach for modeling the association between a scalar reply and one or further explanatory 

variables. Thus, the primary goal of the study is to forecast rainfall using linear regression 

rather than logistic regression 

 

MATERIALS AND METHODS 

 

This study setting was done in the Soft Computing Laboratory, Saveetha School of 

Engineering, Saveetha Institute of Medical and Technical Sciences. The number of required 

samples in research are two in which group 1 is Linear Regression compared with group 2 of 

Logistic Regression Algorithm. The samples were taken from the device and iterated 10 times 

to get desired accuracy with G power 80%, threshold 0.05% and CI 95% (Vannitsem, Wilks, 

and Messner 2018). 

 

Linear Regression 

Linear Regression was applied to forecast the value of the variable predicated on 

another variable. Linear Regression is extensively used in Machine Learning to make 

predictions.Linear Regression is often used in rainfall predictions to predict future rains. It has 

a big effect on rainfall prediction. So, the program predicts the rainfall. 

 

Pseudocode for Linear Regression 

Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of  taken input data. 

Step4: Split the datasets for testing and training the dataset. 

Step5: Apply Linear Regression 

Step6: Predict the results. 

 

Logistic Regression 

A scientific analysis model called logistic regression is used to predict a data value 

based on prior data set observations. It is also used to measure the accuracy of a rainfall 

prediction.Logistic Regression also requires the required amount of input data to perform the 

assigned task. 

https://paperpile.com/c/iD4s0u/VCiN
https://paperpile.com/c/iD4s0u/u68z
https://paperpile.com/c/iD4s0u/u68z
https://paperpile.com/c/iD4s0u/M45W
https://paperpile.com/c/iD4s0u/VuwF
https://paperpile.com/c/iD4s0u/JMMZ
https://paperpile.com/c/iD4s0u/r5gQ
https://paperpile.com/c/iD4s0u/r5gQ
https://paperpile.com/c/iD4s0u/r5gQ
https://paperpile.com/c/iD4s0u/r5gQ
https://paperpile.com/c/iD4s0u/kbBwd+elZrW+1ZZ9M+TcMtx+asy5r+pQyjy+hoFyk+etUoT
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https://paperpile.com/c/iD4s0u/ycsp


BALTIC JOURNAL OF LAW & POLITICS ISSN 2029-0454 

VOLUME 15, NUMBER 4 2022 

 

 426 

 

 

Pseudocode for Logistic Regression 

Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of taken input data. 

Step4: Split the datasets for testing and training the dataset. 

Step5: Apply Logistic Regression. 

Step 6: Predict the results. 

Recall that the testing setup includes both hardware and software configuration 

choices. The laptop has an Intel Core i7 8th generation CPU with 12GB of RAM,  x86-based 

processor, a 64-bit operating system, and a hard drive. Currently, the software runs on 

Windows 10 and is programmed in Python. Once the program is finished, the accuracy value 

will appear. Procedure: Wi-Fi laptop connected. Chrome to Google Collaboratory search Write 

the code in Python. Run the code. To save the file, upload it to the disc, and create a folder 

for it. Log in using the ID from the message. Run the code to output the accuracy and graph. 

 

Statistical Analysis 

SPSS is a software tool used for statistics analysis. The designed system utilized 10 

iterations for each group with predicted accuracy noted and analyzed. Absolute  samples t-

test was done to obtain significance between two groups. Month and annual parameters are 

independent variables and  Year is dependent variable. According to  the hydrological cycle, 

the quantity of the face runoff, which occurs after a rainfall event, is determined by the 

amount of water lost in the river basin as well as the time and regional variations in rainfall 

patterns(Chan, Chen, and Lee 2018). 

 

RESULTS 

 

  Table 1 shows the accuracy value of iteration of Novel Linear Regression  and Logistic 

Regression.  

Table 2 represents the Group statistics results which depicts Linear Regression with mean 

accuracy of 91.18%, and standard deviation is 2.63. Logistic has a mean accuracy of 87.05% 

and standard deviation is 1.21. Proposed Linear Regression algorithm provides better 

performance compared to the Logistic Regression algorithm.  

Table 3 displays the independent samples T-test value for Linear Regression and Logistic 

Regression  with Mean difference as 4.12, std Error Difference as 0.91. Significance value is 

observed as 0.003 (p>0.05).  

Figure 1 displays a bar graph comparing the accuracy mean on Linear Regression and 

Logistic Regression algorithm. Mean accuracy of Novel Linear Regression  is 91.18% and 

Logistic Regression  is 87.05%. 

 

DISCUSSION 

 

In this study, predicting rainfall using Novel Linear Regression has significantly higher 

accuracy, approximately 91.18% in comparison to Logistic Regression 87.05%. Linear 

Regression appears to drop added coherent results with lowest standard deviation. 

The similar findings of the paper (Imon et al. 2012) had an accuracy of 86% with 

Logistic Regression which was used to predict rainfall. The proposed work of reported Logistic 

Regression has 82% accuracy which is used to predict rainfall. The work proposed by (C, 

Srikantaiah, and Sanadi 2021) shows the Novel Linear Regression yields a 90% improvement 

in accuracy. Logistic Regression is a parameter to measure rainfall and climate conditions 

which is used in both traditional and modern methods (Chan, Chen, and Lee 2018)  as per 

their research it opposes Linear Regression has highest accuracy and Logistic will get least 

accuracy compared to other machine learning techniques which ranges between 60% when 

https://paperpile.com/c/iD4s0u/WN8j
https://paperpile.com/c/iD4s0u/ax7g
https://paperpile.com/c/iD4s0u/AjEX
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compared to other machine learning algorithms will get more accuracy than this.  By using 

Logistic Regression for forecasting rainfall it will have key issues to pretend (Chhetri et al. 

2020) in this paper shows Linear Regression has the least accuracy of 79%. Increasing the 

dataset's value only tends to get desired accuracy. Linear Regression performs better with a 

combination of other machine learning algorithms. 

The drawback of this research is that it can't provide useful findings with lower 

amounts of data.This model can't take into account all of the specified feature variable 

parameters during training. The proposed work's future scope will include rainfall prediction 

based on categorization using class labels for less complicated time periods. 

 

CONCLUSION 

 

The results show that the performance of Novel Linear Regression in predicting 

accuracy of rainfall (91.18%) is better than that of the Logistic Regression(87.05%) in terms 

of accuracy.  The Linear Regression method predicts rainfall more accurately than the Logistic 

Regression approach.. The prediction results denoted that the rainfall analysis proceeding 

showed exact forecasts. 
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Tables and Figures 

Table 1. Accuracy Values for Linear and Logistic Regression 

S.NO Linear Logistic 

1 89.76 86.12 

2 89.89 85.77 

3 87.05 86.95 

4 87.45 88.89 

5 93.15 87.59 

6 93.45 86.75 

7 90.28 85.33 

8 94.07 86.45 

9 93.58 87.95 

10 93.17 88.76 

 

Table 2. Group Statistics Results-Linear Regression has an mean accuracy (91.18%), 

std.deviation (2.63), whereas for Logistic Regression has mean accuracy (87.05%), 

std.deviation (0.38). 

Group Statistics 

 

 

Accuracy 

 Groups N Mean 
Std 

deviation 

Std. Error 

Mean 

Linear 10 91.18 2.63 0.83 

Logistic 10 87.05 1.21 0.38 

 

Table 3. Independent Samples T-test - Linear Regression  seems to be significantly better 

than Logistic Regression(p=0.003) 
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Fig. 1. Bar Graph Comparison on mean accuracy of Linear Regression (91.18%) and Logistic 
Regression (87.05%).  X-axis: Linear,Logistic Regression, Y-axis: Mean Accuracy with  ±1 

SD. 

 


