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Abstract 

 
Aim: To make an Innovative Spam Prediction of spam emails using Machine learning modeling 
techniques and to evaluate their performance. Materials and Methods: The endeavor will primarily 
collect samples from two groups. The Decision Tree Algorithm belongs to Group-1, while the K-
Nearest Neighbor Algorithm belongs to Group-2. For both Algorithms, the same sample sizes were 

used. The G-Power in the test set will be at 80%. Result: Data is trained in the given model so that 
Machine learning can function effectively. Emails are used as inputs after the K-Nearest Neighbor 
Algorithm is applied, which gives us a probabilistic index and determines whether the email is spam 

or not. The Decision Tree Algorithm outperforms the K-Nearest Neighbor Algorithm, and our 
hypothesis is insignificant with a significance value of 0.268. Conclusion: These results were 
achieved through machine learning models such as K-Nearest Neighbor Algorithm, and Decision Tree 
Algorithms. In this paper, we have demonstrated that for the spam filtering method the most 
efficient algorithms are the Decision Tree Algorithm and K-Nearest Neighbor Algorithm given as they 
have the highest level of accuracy.  

 

Keywords: Classifier, Filtering, Innovative Spam Prediction, Decision Tree Algorithm, 

Machine learning, K-Nearest Neighbor Algorithm. 

 

INTRODUCTION 

The purpose of Spam Email classification is to automatically classify new emails as spam 

or ham based on their contents. There has been a significant growth in the number of 

emails received, necessitating effective approaches such as Text Mining and Natural 

Language Processing to automatically categorize emails as spam or ham nearly 4.1 billion 

Email accounts are created throughout the world and More than 196 billion Emails will be 

sent day by day. Spam-Emails are one of the main threats to Email Users (Kontsewaya, 

Antonov, and Artamonov 2021). In this paper, we compare the performance of two 

machine learning techniques for spam detection including the Decision Tree Algorithm 

classifier Compared with the K-Nearest Neighbor Algorithm classifier. K-Nearest Neighbor 

Algorithm Classifier takes more time during the training period but its classification speed 
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is better than other classifiers. An unwanted Email sent in bulk to an unknown recipient is 

referred to as a spam Email  (Akinyelu 2021). It refers to the use of an email system to 

send unsolicited emails, particularly marketing emails to a large number of people. These 

accounts perform all email traffic worldwide. Unsolicited emails indicate that the receiver 

has not been permitted to receive them. Spam emails have grown in popularity over the 

last decade and are a problem that most email users confront for filtering methods. The 

applications of the research are Users and emails (Hossain, Uddin, and Halder 2021), 

(Kumar, Sonowal, and Nishant 2020). Botnets or networks of infected computers may 

send massive amounts of spam emails. 

Innovative Spam Prediction using Decision Tree Algorithm comparing with K-

Nearest Neighbor Algorithm. In GoogleScholar this article is published 4460 times, and in 

ScienceDirect, this article is published 111 times in the past 5 years. In these 2 databases, 

the most cited articles and their findings are, that suggested Machine intelligence-based 

algorithms A Survey of Existing E-mail Spam Filtering Methods Considering Machine 

Learning Techniques(Bhuiyan et al. 2018). That the preliminary discussion in the research 

background looks at how machine learning methods are used in the email spam filtering 

processes of the top internet service providers (Dada et al. 2019). A Quick Review of 

Machine Learning Algorithms is predominantly an area of Artificial Intelligence that has 

been a key component of digitalization solutions that has caught major attention in the 

digital arena (Ray 2019)and (Baaqeel and Zagrouba 2020)The suggested system is based 

on the Genetic Algorithm and the Random Weight Network (Faris et al. 2019). In my 

studies, this is the best (Kontsewaya, Antonov, and Artamonov 2021). 

 

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020). On Daily basis, 

Spam Email is continuously increasing day by day. The rapidly increasing Spam Emails are 

responsible for over 77% of the whole global email traffic, these motivated me to do the 

Research on Spam mail Prediction. The team in the department has much experience in 

research on Machine learning models, so it’s helpful to come up with innovative ideas in 

machine learning approaches for developing efficient algorithms with higher accuracy in 

the spam email prediction and this shows experience in our lab for research of spam email 

prediction. The aim is to increase the accuracy value of the email spam prediction using 

Machine Learning techniques and predict if the email is spam or not and make an 

Innovative Spam Prediction of spam emails using Machine learning modeling techniques 

and evaluate their performance (Rafat et al. 2022). 

MATERIALS AND METHODS 

 This Research paper for Spam Email Prediction research is done in the Software 

Engineering Lab, Saveetha School of Engineering, SIMATS. The Dataset has been taken 

from Kaggle and this has an open-source license to download and use the data for the 

research. In this project, there will be mainly two groups of samples taken in the project. 

That Group-1 belongs to the Decision Tree Algorithm and Group-2 Belongs to the K-

Nearest Neighbor Algorithm. The sample sizes of both groups are 30% and 70% total 

sample sizes taken are 100% of the data. The Same set of Sample sizes will have for both 

algorithms. Iteration-1 for the Train set and Iteration-2 for the Test set will have 80% of 

the G-Power (Wood and Krasowski 2020). This helps to create a more Accurate Prediction 

for the Spam Mail using Machine Learning models. 

 

Data Collection 

The Data Set for this Research is collected from Kaggle which is an Open source Platform 

for getting Machine Learning  Datasets. The Url for the datasets is mentioned below as  

(ishansoni 2018). I got 10743 rows and 2 columns By combining the two datasets used in 

https://paperpile.com/c/k3ZRzP/bJDk
https://paperpile.com/c/k3ZRzP/V8aQ4
https://paperpile.com/c/k3ZRzP/BBdcL
https://paperpile.com/c/k3ZRzP/kGVy
https://paperpile.com/c/k3ZRzP/ELOxb
https://paperpile.com/c/k3ZRzP/Ffvo
https://paperpile.com/c/k3ZRzP/WO1K
https://paperpile.com/c/k3ZRzP/DEfN
https://paperpile.com/c/k3ZRzP/Cxff
https://paperpile.com/c/k3ZRzP/Js9s3+TbdrC+QnjFb+4Dvye+Ok1eD+qSBL8+YtQAi+Mi2qg
https://paperpile.com/c/k3ZRzP/Js9s3+TbdrC+QnjFb+4Dvye+Ok1eD+qSBL8+YtQAi+Mi2qg
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the Algorithms. In the Datasets, different dependent and independent Variables are 

Considered to Perform Machine Learning Techniques. 

 

Decision Tree Algorithm  

Decision Tree Algorithm is one of the most widely used supervised learning algorithms. It 

can be used for both classification and regression problems but the decision tree algorithm 

is usually used to solve the classification difficulties. The test results of the decision tree 

are performed based on the features found in the given data set. The decision tree always 

starts with the root node and ends with the decisions made by leaves. The output of the 

decision tree always executes either yes or no. The decision tree algorithm always consists 

of Root Nodes, Decision Nodes, and Terminal Nodes. Decision trees learn from data to 

approximate a sine curve with a set of if-then-else decision rules. The deeper the tree, the 

more complex the decision rules,  and the fitter the model. It is known as a choice tree in 

light of the fact that, like a tree, it begins with the root hub, which develops further 

branches and builds a tree-like design. 

Decision Tree Algorithm Equation 

Entropy 

 
         𝐸(𝑆) = ∑𝑐

𝑖=1 − 𝑃𝑖𝑙𝑜𝑔2𝑝𝑖—-----------------(1) 

 

The impurity or randomness of a dataset is measured using entropy. The entropy 

value is always between 0 and 1. Its value is better when it equals 0, and it is worse when 

it equals 0, i.e. the closer it is to 0, the better. From the above Equation (1) we say that  

S is the current state 

Pi is the probability of an event I of state S or Percentage of class I in a node of State S. 

       𝐺𝑎𝑖𝑛(𝑆, 𝐴) = ∑ 𝑣 ∈ 𝑉(𝐴)
|𝑆𝑣|

|𝑆|
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣)—---------(2) 

 From equation (2) that Where the range of attribute 𝐴 is (𝐴), and 𝑆𝑣 is a subset of 

set 𝑆 equal to the attribute value of the attribute. 

 

Pseudocode for Decision Tree Algorithm  

 

Input: Training dataset 

Output: Classifier predicted Accuracy 

An attribute-valued dataset DT 

Tree1={} 

If DT is “pure” OR other stopping criteria had met then 

      terminate 

endif 

for all attributes, b  DT do 

      Compute information-theoretic criteria if we split on b 

end for 

bbest = Best attribute according to the above-computed criteria 

Tree = Create a decision node that tests bbest the root. 

 DTv= Induced sub-datasets from DT based on bbest 

for all Dv do 

     Treev= C4.5( DTv) 

     Attach Treev to the corresponding branch of Tree 

end for 

return Tree 

 

K-Nearest Neighbor Algorithm  

 The K-Nearest Neighbor method is one of the most fundamental Machine Learning 

algorithms and is based on the Supervised Learning methodology. The K-Nearest Neighbor 

approach assumes that new and existing data are comparable, and it assigns the new 

example to the category that is most similar to the existing categories. The K-Nearest 

Neighbor approach preserves all previously saved data and categorizes new data points 
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based on their similarity. This means that when new data is available for filtering, the K-

Nearest Neighbor approach can swiftly categorize it into an appropriate category. The K-

Nearest Neighbor approach may be used for both regression and classification, while 

classification is more typically utilized. It is straightforward to build because all that is 

required is a probability calculation. We will forecast the Accuracy value of the K-Nearest 

Neighbor using the data. This is an iterative procedure that must be done for each data 

point in the dataset. Assume we already have a cleaned dataset that has been separated 

into training and testing data sets. Use the distance metrics of (3) Euclidean distance to 

calculate the distance between test data and each row of training data. 

 

𝑑(𝑝, 𝑞)  = √(𝑝1 − 𝑞1) 2  + (𝑝2 − 𝑞2) 2 +. . . . . +(𝑝𝑖 − 𝑞𝑖)
2 +. . . . (𝑝𝑛 − 𝑞𝑛) 2   -------- (3) 

 

Pseudocode for K-Nearest Neighbor 

 

Input: Training dataset 

Output: Classifier accuracy 

Read dataset as input 

select ‘k’ samples from the total samples 

   classifier. fit(x_train,y_train) 

Among ‘k’ tokens calculate the node ‘d’ using the best-split 

Repeat 1 to 3 steps until many samples are reached 

Build the K-classifier 

Predict value using predict feature 

prediction=model.predict(parameters, “”) 

Calculate vote for each predicted value  

Get predicted accuracy  

Get Test Results. 

 

The platform used to evaluate the Machine learning Algorithm was 

Anaconda/Jupyter. The hardware used to perform the work is Intel(R) Core(TM) i7-10750H 

CPU @ 2.60GHz with a RAM size of 8 GB. The system type used was 64 bit, Windows OS, 

X64-based processor with an SDD of 256 GB. The Operating System used was Windows 

10, and the tool used was JupyterLabs with the Python programming language. The testing 

procedure was to split the data into train and test data and then implement the Machine 

learning classifier to build and train a model on our data. After training, the predictions 

are made and the performance of the model is evaluated using the available metrics. 

 

The dataset for Innovative spam prediction is collected from Kaggle. Data 

preprocessing was performed to gain some context about the data using Statistical 

Analysis techniques. Data cleaning methods such as removing unnecessary attributes, and 

contents and filling null values are done. The comparison of the Decision Tree Algorithm 

and K-Nearest Neighbor Algorithm with data exploration gives us some context and 

valuable insight into the dataset. The Spam Email Prediction with two widely spread 

classification algorithms in machine learning was selected Decision Tree Algorithm and K-

Nearest Neighbor Algorithm. The algorithms will be trained with some data when the test 

data is given then it will predict the output whether the given email is spam or not. The 

testing data is used to give the predicted output and analyzes the data according to that. 

 

Statistical Analysis 

 The IBM Spss is the Statistical Software Tool that is used for Spam Email data 

analysis. The IBM Statistical Tool can analyze the data and helps to create Graphs and 

Charts to display it quite easily. Before sending results into the Spss tool the Data sets are 

standardized and then the data is converted into arrays. The IBM tool can easily handle 

large data because it consists of a wide array of characteristics. The number of clusters 

required is pictured and analyzed and therefore the existing algorithms are obtained. It 

gives the Mean value for the Group statistics (Gaurav et al. 2019). The Group-1 and Group-

https://paperpile.com/c/k3ZRzP/38ZN
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2 Accuracy as shown in Table 1 the different Test sizes and their average accuracy values 

that are acquired after being tested with the Decision Tree Algorithm Classifier and K-

Nearest Neighbor Algorithm Classifier with 10 Sample test sizes. The Data Sets for the 

Spam Email Prediction are taken from the kaggle which consists of Both Dependent 

Variables and In-Dependent Variables in Table-2 and Table-3. The Statistical Comparison 

of The Spam Email Prediction using two Sample groups was done with the SPSS Version 

25. The Analysis was done using the Mean, Median, Independent T-Test, and Deviation. 

For each sample size of data, the Accuracy is deviating between 3% to 5 %. So that we 

finally sent all the Test sizes and also their Accuracy into the Spss tool and found the 

Average Accuracy values of the Decision Tree Algorithm Classifier and the K-Nearest 

Neighbor Algorithm Classifier. 

 

RESULT 

 

In the proposed model, data is trained so that Machine learning can work properly. 

After applying the K-Nearest Neighbor Algorithm, emails are taken as inputs which will 

give us the probabilistic index of that and will identify whether the Email is spam or not. 

This necessitates the development of a sensible method for detecting or identifying such 

spam emails, therefore saving a significant amount of time and memory space for the 

system. Spammers may easily create a false profile and email account by pretending to 

be a legitimate person in their spam emails. This paper will discuss machine learning 

algorithms and apply all of these algorithms to our data sets, and the best algorithm is 

selected for email spam detection with the highest precision and accuracy. 

 

The Innovative Spam Prediction using the Decision Tree Algorithm gave us an 

accuracy of 94.73% and the K-Nearest Neighbor Algorithm gave us an accuracy of 91.03% 

compared with their accuracy rate. Each algorithm was repeated 10 times, for each 

algorithm and the accuracy varies for different test sizes in decimals. The accuracy varies 

due to random changes in the test sizes of the algorithm as given in Table 1. 

 

The observed values for the metrics of Group Statistics, the mean accuracy, and 

the standard deviation for the Decision Tree Algorithm are 93.31000 and 1.01763. The K-

Nearest Neighbor Algorithm’s mean accuracy is 90.1870 and the standard deviation is 

0.79363. The Decision Tree Algorithm also obtained a standard error mean rate of 0.32180 

whereas the K-Nearest Neighbor Algorithm obtained an error mean rate of 0.25097 as 

shown in table 2. 

 

Then an independent sample test of 10 samples was performed, Decision Tree 

Algorithm obtained a mean difference of 3.123 and a standard error difference of 0.40810. 

When compared to other algorithm performance, the Decision Tree Algorithm  performs 

better than the K-Nearest Neighbor Algorithm and the significance value of 0.268 shows 

that our hypothesis is insignificance as given in Table 3. 

 

It is called the Innovative Spam Prediction architecture. The architecture defines 

the steps which are performed to develop a spam email prediction. It consists of the steps 

as Data Pre-processing, Database, Data Extraction, Modelling Classifier, Implementation, 

and Predicted Accuracy. 

 

The GGraph represents a bar chart of the simple bar mean accuracy, with the 

Decision Tree Algorithm achieving an accuracy of approximately 95%, and the K-Nearest 

Neighbor Algorithm achieving 91%. The 95% error bars represent the variation in the 

corresponding coordinates of the point. Independent t-tests were performed to compare 

the accuracy of the two algorithms and a statistically significant difference was noticed 

between the two algorithms 0.268. When comparing the two algorithms the performance 

of the Decision Tree Algorithm achieved a better performance than K-Nearest Neighbor 

Algorithm as given in Fig. 1. 
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DISCUSSION 

 

The Decision Tree Algorithm has better accuracy than the K-Nearest Neighbor Algorithm. 

The results are collected by performing multiple times for identifying different scales of 

accuracy rates. Independent samples t-tests are performed on the dataset. In this study 

of spam email prediction, the Decision Tree Algorithm has an accuracy of approximately 

95%, which is higher than that of the K-Nearest Neighbor Algorithm which is 91%. The 

Decision Tree Algorithm has insignificance of 0.268 while using the independent samples 

T-test. The mean accuracy and standard deviation for the Decision Tree Algorithm are 

93.3100 and 1.01763  using a missing value imputation and a machine learning model to 

get an accuracy of 94%. The K-Nearest Neighbor Algorithm’s mean accuracy is 90.2990 

and the standard deviation is 0.47529. In the paper, (Kontsewaya, Antonov, and 

Artamonov 2021) the Decision Tree Algorithm obtained an accuracy of 94%, and the K-

Nearest Neighbor Algorithm achieved an accuracy of 90% accuracy. Based on the 

literature survey, it is evident that the Decision Tree Algorithm performs better than K-

Nearest Neighbor Algorithm. By running independent sample tests in IBM's SPSS statistical 

program, it can be seen that the difference between the two algorithms is statistically 

insignificant at 0.268. The SPSS statistical program is also used to compute the mean and 

standard deviation.  

 

Using IBM's SPSS statistical tool, independent sample analysis confirmed that the 

difference between the two methods is statistically insignificant at 0.268>0.05. The mean 

and standard deviation are determined using the SPSS statistical tool. The decision Tree 

Algorithm outscored other algorithm classification accuracy by 95% percentage in the 

paper (Kontsewaya, Antonov, and Artamonov 2021). 

        

The main limitation is that the attributes in the dataset contain fewer data to predict 

accuracy (%) for spam email classification. The more the independent and dependent 

variables the more accuracy will be improved. For future work, the dataset contains many 

attributes the classifier can work efficiently and can improve the prediction accuracy. 

Attributes like this can result in improved accuracy and exact precision values (Liu, Lu, 

and Nayak 2021). There exists a strong relationship between the content and the subject 

of the emails. With the help of this relationship, one can easily classify the documents. 

Positive value tells us how strongly that word belongs to the subject and negative tells 

how much it differs from a subject(Maguluri et al. 2019). With the help of a negative score 

also the accuracy of the classifier has been improved and this paper is to improve the 

relationship between the subject and content of the email by identifying the most relevant 

words using evolutionary computation of Email. 

 

CONCLUSION 

 

These results were achieved through machine learning models such as K-Nearest Neighbor 

Algorithm, and Decision Tree Algorithms. In this paper, we have demonstrated that for 

the spam filtering method the most efficient algorithms are the Decision Tree Algorithm 

and the K-Nearest Neighbor Algorithm, given as they have the highest level of accuracy. 

These spammers target those who are unaware of these scams and have filtering issues. 

So, it is necessary to identify those spam emails that are fraudulent, this project will 

identify those spam by using machine learning techniques. The results can be used to 

create a more intelligent spam detection classifier by combining algorithms of filtering 

methods.  
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Table 1. Accuracy Values for the Algorithm. The Data Accuracy for the Decision Tree 

Algorithm (Group-1) and K-Nearest Neighbor Algorithm(Group-2) with different Test 

sizes have been taken. In these different Test Sizes, the best Accuracy value for the 

Decision Tree Algorithm is 94.73 and the K-Nearest Neighbor Algorithm is 91.03. 

S No Test Size Group-1 Accuracy Group-2 Accuracy 

1 0.2 94.28 90.55 

2 025 94.3 90.72 

3 0.3 94.73 90.53 

4 0.35 93.94 89.84 

5 0.4 93.62 90.85 
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6 0.45 93.24 91.03 

7 0.5 92.59 90.65 

8 0.55 92.06 89.6 

9 0.6 92.49 89.65 

10 0.7 91.85 88.45 

 

Table 2. Group Statistics the mean accuracy and standard deviation for the Decision Tree 

Algorithm are 93.310 and 1.01763 and For K-Nearest Neighbor Algorithm is 90.1870 and 

.79363. 

Group Statistics 

 DT, KNN N Mean Std.Deviation 

Std.Error 

Mean 

Accuracy DT 10 93.3100 1.01763 .32180 

KNN 10 90.1870 .79363 .25097 

 

Table 3. Independent Samples Test. Independent t-tests were performed to compare the 

accuracy of the two algorithms and a statistically significant difference was noticed 

between the two algorithms 0.268>0.05 and Std. Error Difference is noticed as .40810. 

  

Levene's Test 

for Equality of 

Variances t-test for Equality of Means 

F Sig. 

Std. Error 

Difference 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Accuracy 
Equal 

variances 

assumed 

1.306 .268 .40810 2.26562 3.98038 

Equal 

variances 

not 

assumed 

    
.40810 2.26196 3.98404 
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Fig. 1. Simple Bar Mean of Accuracy by Decision Tree Algorithm and K-Nearest Neighbor 

Algorithm(MNB), the bar chart representing the comparison of mean accuracy of 

Decision Tree Algorithm is 93.3100 and K-Nearest Neighbor Algorithm is 90.1870. X-

Axis: Decision Tree Algorithm vs K-Nearest Neighbor Algorithm. Y-Axis: Mean accuracy. 

The error bars are 95% for both algorithms. The Standard Deviation Error Bars are +/- 1 

SD. 

 

 

 

 

 

 

 

 

 

 

 

 

 


