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Abstract 

 

Aim: To make an innovative spam prediction of spam emails using Machine learning 

modeling techniques and to evaluate their performance. Materials and Methods: The 

experiment will primarily collect samples from two groups. The Random Forest Algorithm 

belongs to Group-1, while the Multinomial Naive Bayes Algorithm belongs to Group-2. The 

sample sizes were all taken at the same time for both the Algorithms. The G-Power in the 

test set will be at 80%. Result: Data is processed in the given model so that Machine 

learning can function effectively. Emails are used as inputs for the Multinomial Naive Bayes 

algorithm, which generates a probabilistic index and determines whether the email is spam 

or not. The Random Forest Algorithm outperforms the Multinomial Naive Bayes Algorithm, 

and our hypothesis is significant with a significance value of 0.002 (p<0.1). Conclusion:  

These results were achieved through machine learning models such as Multinomial Naive 

Bayes, and Random Forest Algorithms. In this paper, here demonstrated that for the spam 

filtering method the most efficient algorithms are Random Forest Algorithm and MNB were 

given as they have the highest level of accuracy.  
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INTRODUCTION 

 

         The purpose of Spam Email classification is to automatically classify new emails as 

spam or ham based on their contents. There has been a significant growth in the number 

of emails received, necessitating effective approaches such as Text Mining and Natural 

Language Processing to automatically categorize emails as spam or ham. Nearly 4.1 billion 

Email accounts are created throughout the world and More than 196 billion Emails will be 

sent day by day. Spam-Emails are one of the main threats to Email Users (Kontsewaya, 

Antonov, and Artamonov 2021). In this paper, compared the performance of two machine 
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learning techniques for spam detection including the Random Forest Algorithm classifier 

Compared with the Multinomial Naive Bayes classifier. Multinomial Naive Bayes Classifier 

takes more time during the training period but its classification speed is better than other 

classifiers. An unwanted Email sent in bulk to an unknown recipient is referred to as a 

spam Email (Akinyelu 2021). It refers to the use of an email system to send unsolicited 

emails, particularly marketing emails to a large number of people. These accounts perform 

all email traffic worldwide. Unsolicited emails indicate that the receiver has not been 

permitted to receive them. Spam emails have grown in popularity over the last decade 

and are a problem that most email users confront for filtering methods. The applications 

of the research are Users and emails (Hossain, Uddin, and Halder 2021), (Kumar, Sonowal, 

and Nishant 2020). Botnets or networks of infected computers may send massive amounts 

of spam emails. 

Innovative Spam Prediction using Random Forest Algorithm comparing with 

Multinomial Naive Bayes Algorithm. In GoogleScholar this article is published 1310 times, 

and in IEEE Explore, this article is published 80 times in the past 5 years. In these 2 

databases, the most cited articles and their findings are, Comparing different supervised 

machine learning algorithms for disease prediction (Uddin et al. 2019). That the 

preliminary discussion in the research background looks at how Automatic Spam Detection 

on Gulf Dialectical Arabic Tweets (Alorini and Rawat 2019). This suggested method 

identifies e-mail spam in both textual and speech-enabled e-mails. In terms of text 

extraction speed, performance, cost efficiency, and accuracy, the suggested GDP NLP 

technique gives a greater spam detection rate (Ismail et al. 2022). Here The technology 

recognizes the required features for categorizing spam emails automatically. The 

suggested system is based on the Genetic Algorithm and the Random Weight Network 

(Faris et al. 2019). From the above literature analysis and study, the paper (Kontsewaya, 

Antonov, and Artamonov 2021) is most relevant to our study and done most of the 

analysis. 

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020). On Daily basis, 

Spam Email is continuously increasing day by day. The rapidly increasing Spam Emails are 

responsible for over 77% of the whole global email traffic, these motivated me to do the 

Research on Spam mail Prediction. The team in the department has much experience in 

research on Machine learning models, so it’s helpful to come up with innovative ideas in 

machine learning approaches for developing efficient algorithms with higher accuracy in 

the spam email prediction and this shows experience in our lab for research of spam email 

prediction. The aim is to increase the accuracy value of the email spam prediction using 

Machine Learning techniques and predict if the email is spam or not and make an 

Innovative Spam Prediction of spam emails using Machine learning modeling techniques 

and evaluate their performance (Gaurav et al. 2019). 

 

MATERIALS AND METHODS 

 

This Research paper for Spam Email Prediction research is done in the Software 

Engineering Lab, Saveetha School of Engineering, SIMATS. The Dataset has been taken 

from Kaggle and this has an open-source license to download and use the data for the 

research. In this project, there will be mainly two groups of samples taken in the project. 

That Group-1 belongs to the Random Forest Algorithm and Group-2 Belongs to the 

Multinomial Naive Bayes Algorithm. The sample of both groups is 30% and 70% of the 

total samples. The Same set of Sample sizes will have for both algorithms. Iteration-1 for 

the Train set and Iteration-2 for the Test set will have 80% of the G-Power (Rafat et al. 

2022). This helps to create a more Accurate Prediction for the Spam Mail using Machine 

Learning models. 

https://paperpile.com/c/B2eTY0/FqnU
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Data Collection 

The Data Set for this Research is collected from Kaggle which is an Open source 

Platform for getting Machine Learning  Datasets. The Url for the datasets is mentioned 

below (ishansoni 2018). I got 10743 rows and 2 columns By combining the two datasets 

used in the Algorithms. In the Datasets, different dependent and independent Variables 

are Considered to Perform Machine Learning Techniques. 

 

Random Forest Algorithm  

Random Forest Algorithm is a probabilistic learning method and it is one of the 

most important algorithms in Supervised Machine learning. It can be used for both 

classification and regression purposes. The algorithms made with high dimensionality can 

be capable of handling large datasets. The Random forest algorithm has more no of trees 

which helps prevent overfitting the model. It can handle missing values easily. Random 

forests are very flexible and possess higher accuracy values. A Random forest is a 

predictive tool, not a descriptive tool. Normalization is not required as it uses a rule-based 

approach. The regression problems can be solved using Mean Square Error(MSE) (1) and 

classification problems can be solved using the Gini Index Equation (2) used to decide how 

many nodes are on the decision tree branch. 

 

 MSE Equation 

𝑀𝑆𝐸 =
1

𝑛
∑𝑛

𝑖=1 (𝑓𝑖 − 𝑦𝑖)2--------------(1) 

  

From the above Equation, The N is the number of data points. fi is the value 

returned by the model and Yi is the actual value of data point i. 

 

Gini Index Equation 

𝐺𝑖𝑛 = 1 − ∑𝑖=𝑐 (𝑝𝑖)2 ---------------------(2) 

  

In the above Equation, Pi represents the Relative frequency of the class you are 

observing in the dataset and C represents the number of classes. 

 

Pseudocode for Random Forest Algorithm 

 

 Input: Training dataset 

Output: Classifier accuracy 

A training set S:= (x1, y1), . . ,(xn, yn), features F, and a number of trees in forest 

B. 

function RandomForest(S, F)  

H ← ∅ 3  

for i ∈ 1, . . . , B do  

S (i) ← A bootstrap sample from S  

hi ← RandomizedTreeLearn(S (i) , F)  

H ← H ∪ {hi}  

end for  

return H  

end function  

function RandomizedTreeLearn(S , F)  

At each node: 

f ← very small subset of F  

Split on best feature in f  

return The learned tree  

end function 

 

Multinomial Naive Bayes Algorithm 

Multinomial Naive Bayes is a probabilistic learning method used in Natural 

Language Processing (NLP). Using the Bayes theorem, this approach guesses the tag of a 

https://paperpile.com/c/B2eTY0/O1G5a
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text, such as an email or a news item. It computes the likelihood of each tag for a given 

sample and returns the tag with the highest likelihood. The Naive Bayes classifier is a 

group of algorithms that all follow the same basic principle: each feature being classified 

is unconnected to any other feature. One character's existence or absence has no bearing 

on the presence or absence of another. The Equation for Naive Bayes efficiency and 

increase is used for text data analysis and multi-class scenarios (3). To understand how 

the Naive Bayes theorem works, you must first comprehend the Bayes theorem concept, 

as it is based on it. The Bayes theorem, developed by Thomas Bayes, states that previous 

knowledge of event-related circumstances does not affect the likelihood of an event 

occurring. It is calculated using the following equation: 
𝑃(𝐴|𝐵)  =  𝑃(𝐴)  ⋆ 𝑃(𝐵|𝐴)/𝑃(𝐵)------- (3) 

The probability of class A when predictor B is already provided. 

P(B) = prior probability of predictor B 

P(A) = prior probability of class A 

P(B|A) = occurrence of predictor B given class A probability 

This Equation helps in calculating the probability of the tags in the text. 

 

Pseudocode for Multinomial Naive Bayes 

  

Input: Training dataset 

Output: Classifier accuracy 

The first step is Data collection. 

Pre-processing and text cleaning of the train data. 

Fit the Training Data Set to the Multinomial Naive Bayes. 

Now Predict the Results for test split data. 

Define class 

Def MultinomialNB() 

if(condition satisfies) 

return accuracy 

else  

return previous step 

End 

Create the Confusion Matrix and find the Test Accuracy Results. 

Get Test Results. 

The platform used to evaluate the Machine learning Algorithm was 

Anaconda/Jupyter. The hardware used to perform the work is Intel(R) Core(TM) i7-10750H 

CPU @ 2.60GHz with a RAM size of 8 GB. The system type used was 64 bit, Windows OS, 

X64-based processor with an SDD of 256 GB. The Operating System used was Windows 

10, and the tool used was JupyterLabs with the Python programming language. The testing 

procedure was to split the data into train and test data and then implement the Machine 

learning classifier to build and train a model on our data. After training, the predictions 

are made and the performance of the model is evaluated using the available metrics. 

 

The dataset for Innovative spam prediction is collected from Kaggle. Data 

preprocessing was performed to gain some context about the data using Statistical 

Analysis techniques. Data cleaning methods such as removing unnecessary attributes, and 

contents and filling null values are done. The comparison of the Random Forest Algorithm 

and Multinomial Naive Bayes Algorithm with data exploration gives us some context and 

valuable insight into the dataset. The Spam Email Prediction with two widely spread 

classification algorithms in machine learning was selected Random Forest Algorithm and 

Multinomial Naive Bayes. The algorithms will be trained with some data when the test data 

is given then it will predict the output whether the given email is spam or not. The testing 

data is used to give the predicted output and analyzes the data according to that. 
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Statistical Analysis 

The IBM SPSS is the Statistical Software Tool that is used for Spam Email data analysis. 

The IBM Statistical Tool can analyze the data and helps to create Graphs and Charts to 

display it quite easily. Before sending results into the SPSS tool the Data sets are 

standardized and then the data is converted into arrays. The IBM tool can easily handle 

large data because it consists of a wide array of characteristics. The number of clusters 

required is pictured and analyzed and therefore the existing algorithms are compared. It 

gives the Mean value for the Group statistics. The Group-1 and Group-2 Accuracy as shown 

in Table 1 the Different Test Sizes and their average accuracy values that are acquired 

after being tested with the Random Forest Algorithm Classifier and Multinomial Naive 

Bayes Classifier with 10 Sample test sizes. The Data Sets for the Spam Email Prediction 

are taken from the kaggle which consists of Both Dependent Variables and In-Dependent 

Variables in Table-2 and Table-3. The Statistical Comparison of The Spam Email Prediction 

using two Sample groups was done with the SPSS Version 25. The Analysis was done using 

the Mean, Median, Independent T-Test, and Deviation. For each sample size of data, the 

Accuracy is deviating between 3% to 5 % (Wood and Krasowski 2020). Finally sent all the 

Test sizes and also their Accuracy into the Spss tool and found the Average Accuracy 

values of the Random Forest Algorithm Classifier and Multinomial Naive Bayes Classifier. 

 

RESULT 

 

In the proposed model, data is trained so that Machine learning can work properly. After 

applying the Multinomial Naïve Bayes algorithm, emails are taken as inputs which will give 

us the probabilistic index of that and will identify whether the Email is spam or not. This 

necessitates the development of a sensible method for detecting or identifying such spam 

emails, therefore saving a significant amount of time and memory space for the system. 

Spammers may easily create a false profile and email account by pretending to be a 

legitimate person in their spam emails. This paper will discuss machine learning algorithms 

and apply all of these algorithms to our data sets, and the best algorithm is selected for 

email spam detection with the highest precision and accuracy. 

The Innovative Spam Prediction using Random Forest Algorithm gave us an 

accuracy of 91% and Multinomial Naive Bayes gave us an accuracy of 90% compared with 

their accuracy rate. Each algorithm was repeated 10 times for each algorithm and the 

accuracy varies for different test sizes in decimals. The accuracy varies due to random 

changes in the test sizes of the algorithm as given in Table 1. 

The observed values for the metrics of Group Statistics, the mean accuracy, and 

the standard deviation for the Random Forest Algorithm are 90.299 and 0.47259. The 

Multinomial Naive Bayes Algorithm’s mean accuracy is 87.997 and the standard deviation 

is 2.14172. The Random Forest Algorithm also obtained a standard error mean rate of 

0.14945 whereas the Multinomial Naive Bayes Algorithm obtained an error mean rate of 

0.67727 as given in Table 2. 

Then an independent sample test of 10 samples was performed, Random Forest 

Algorithm obtained a mean difference of 2.302 and a standard error difference of 0.69356. 

When compared to other algorithm’s performance, the Random Forest Algorithm 

performed better than the Multinomial Naive Bayes Algorithm and the significance value 

of 0.002 shows that our hypothesis is valid as given in Table 3. 

It is called the Innovative Spam Prediction architecture. The architecture defines 

the steps which are performed to develop a spam email prediction. It consists of the steps 

as Data Pre-processing, Database, Data Extraction, Modeling Classifier, Implementation, 

and Predicted Accuracy. 

The GGraph represents a bar chart of the simple bar mean accuracy, with the 

Random Forest Algorithm achieving an accuracy of approximately 91%, and the 

Multinomial Naive Bayes Algorithm achieving 90%. The 95% error bars represent the 

variation in the corresponding coordinates of the point. Independent t-tests were 

performed to compare the accuracy of the two algorithms and a statistically significant 

https://paperpile.com/c/B2eTY0/5wri
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difference was noticed between the two algorithms 0.002<0.05. When comparing the two 

algorithms the performance of the Random Forest Algorithm achieved a better 

performance than Multinomial Naive Bayes Algorithm as given in Fig. 1. 

 

DISCUSSION 

 

The Random Forest Algorithm has better accuracy than Multinomial Naive Bayes. 

The results are collected by performing multiple times for identifying different scales of 

accuracy rates. Independent samples t-tests are performed on the dataset. In this study 

of spam email prediction, the Random Forest Algorithm has an accuracy of approximately 

91%, which is higher than that of the Multinomial Naive Bayes Algorithm which is 90%. 

Random Forest Algorithm has a better significance of 0.002 while using the independent 

samples T-test.  

The mean accuracy and standard deviation for the Random Forest Algorithm are 

90.299 and 0.47259  using a missing value imputation and a machine learning model to 

get an accuracy of 91%. The Multinomial Naive Bayes Algorithm’s mean accuracy is 87.997 

and the standard deviation is 2.14172. In the paper, (Kontsewaya, Antonov, and 

Artamonov 2021) the Random Forest Algorithm obtained an accuracy of 84%, and (Sharaff 

and Rao 2020) the Multinomial Naive Bayes Algorithm achieved an accuracy of 89% 

accuracy. Based on the literature survey, it is evident that the Random Forest Algorithm 

performs better than Multinomial Naive Bayes. By running independent sample tests in 

IBM's SPSS statistical program, it can be seen that the difference between the two 

algorithms is statistically significant at 0.002. Using IBM's SPSS statistical tool, 

independent sample analysis confirmed that the difference between the two methods is 

statistically significant at 0.002<0.05. The mean and standard deviation are determined 

using the SPSS statistical tool. Random Forest Algorithm outscored other algorithm 

classification accuracy by 91% percentage in the paper (Kontsewaya, Antonov, and 

Artamonov 2021) 

The main limitation is that the attributes in the dataset contain fewer data to predict 

accuracy (%) for spam email classification. The more the independent and dependent 

variables the more accuracy will be improved. For future work, the dataset contains many 

attributes the classifier can work efficiently and can improve the prediction accuracy (Liu, 

Lu, and Nayak 2021). Attributes like this can result in improved accuracy and exact 

precision values. There exists a strong relationship between the content and the subject 

of the emails (Dada et al. 2019). With the help of this relationship, one can easily classify 

the documents. Positive value tells us how strongly that word belongs to the subject and 

negative tells how much it differs from a subject. With the help of a negative score also 

the accuracy of the classifier has been improved and this paper is to improve the 

relationship between the subject and content of the email by identifying the most relevant 

words using evolutionary computation of Email. 

 

CONCLUSION 

 

These results were achieved through machine learning models such as Multinomial 

Naive Bayes, and Random Forest Algorithms. In this paper, demonstrated the spam 

filtering method the most efficient algorithms are the Random Forest Algorithm and MNB  

was given as they have the highest level of accuracy. These spammers target those who 

are unaware of these scams and have filtering issues. So, it is necessary to identify those 

spam emails that are fraudulent, this project will identify those spam by using machine 

learning techniques. The results can be used to create a more intelligent spam detection 

classifier by combining algorithms of filtering methods. 
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TABLES AND FIGURES 

 

Table 1. Accuracy Values for the Algorithms. The Data Accuracy for the Random Forest 

Algorithm (Group-1) and Multinomial Naive Bayes (Group-2) with different Test sizes has 

been taken. In these different Test Sizes, the Accuracy value for  Random Forest 

Algorithm is 91.16 and the Multinomial Naive Bayes is 90.35. 

 

S. No. Test Size Group-1 Accuracy Group-2 Accuracy 

1 0.2 91.16 90.32 

2 025 91.03 90.35 

3 0.3 90.26 89.97 

4 0.35 90.11 89.31 

5 0.4 90.58 88.64 

https://easychair.org/publications/preprint_open/Th28
https://easychair.org/publications/preprint_open/Th28
http://paperpile.com/b/B2eTY0/jZTn
http://paperpile.com/b/B2eTY0/jZTn
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9183098
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9183098
http://paperpile.com/b/B2eTY0/n1bcP
http://paperpile.com/b/B2eTY0/n1bcP
http://paperpile.com/b/B2eTY0/n1bcP
http://paperpile.com/b/B2eTY0/n1bcP
http://dx.doi.org/10.1109/access.2021.3081479
http://dx.doi.org/10.1109/access.2021.3081479
http://paperpile.com/b/B2eTY0/p25Dx
http://paperpile.com/b/B2eTY0/p25Dx
http://paperpile.com/b/B2eTY0/p25Dx
http://paperpile.com/b/B2eTY0/p25Dx
http://paperpile.com/b/B2eTY0/p25Dx
http://paperpile.com/b/B2eTY0/PJxG
http://paperpile.com/b/B2eTY0/PJxG
http://paperpile.com/b/B2eTY0/PJxG
http://paperpile.com/b/B2eTY0/PJxG
http://paperpile.com/b/B2eTY0/PJxG
http://paperpile.com/b/B2eTY0/flWIu
http://paperpile.com/b/B2eTY0/flWIu
http://paperpile.com/b/B2eTY0/flWIu
http://paperpile.com/b/B2eTY0/flWIu
http://paperpile.com/b/B2eTY0/flWIu
http://paperpile.com/b/B2eTY0/flWIu
http://paperpile.com/b/B2eTY0/TiApU
http://paperpile.com/b/B2eTY0/TiApU
http://paperpile.com/b/B2eTY0/TiApU
http://paperpile.com/b/B2eTY0/TiApU
http://paperpile.com/b/B2eTY0/0cBrg
http://paperpile.com/b/B2eTY0/0cBrg
http://paperpile.com/b/B2eTY0/0cBrg
http://paperpile.com/b/B2eTY0/0cBrg
http://paperpile.com/b/B2eTY0/0cBrg
http://paperpile.com/b/B2eTY0/0cBrg
http://paperpile.com/b/B2eTY0/0cBrg
http://paperpile.com/b/B2eTY0/0cBrg
http://paperpile.com/b/B2eTY0/0cBrg
http://paperpile.com/b/B2eTY0/jkLz
http://paperpile.com/b/B2eTY0/jkLz
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9071488
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9071488
http://paperpile.com/b/B2eTY0/Up5Qv
http://paperpile.com/b/B2eTY0/Up5Qv
http://paperpile.com/b/B2eTY0/Up5Qv
http://paperpile.com/b/B2eTY0/Up5Qv
http://paperpile.com/b/B2eTY0/Up5Qv
http://paperpile.com/b/B2eTY0/Up5Qv
http://paperpile.com/b/B2eTY0/8Hmb
http://paperpile.com/b/B2eTY0/8Hmb
http://paperpile.com/b/B2eTY0/8Hmb
http://paperpile.com/b/B2eTY0/8Hmb
http://paperpile.com/b/B2eTY0/8Hmb
http://paperpile.com/b/B2eTY0/4CP1j
http://paperpile.com/b/B2eTY0/4CP1j
http://paperpile.com/b/B2eTY0/4CP1j
http://paperpile.com/b/B2eTY0/4CP1j
http://paperpile.com/b/B2eTY0/4CP1j
http://paperpile.com/b/B2eTY0/5wri
http://paperpile.com/b/B2eTY0/5wri
http://paperpile.com/b/B2eTY0/5wri
http://paperpile.com/b/B2eTY0/5wri


BALTIC JOURNAL OF LAW & POLITICS ISSN 2029-0454 

VOLUME 15, NUMBER 4 2022 

 
 

          376  

6 0.45 89.95 87.94 

7 0.5 89.97 87.36 

8 0.55 90.18 86.47 

9 0.6 89.96 85.58 

10 0.7 89.79 84.03 

  

Table 2. Group Statistics the mean accuracy and standard deviation for Random Forest 

Algorithm are 90.2990 and 0.47259 and For Multinomial Naive Bayes(MNB) Algorithm is 

87.9970 and 2.14172. 

Group Statistics 

  

  RF, MNB N Mean 

Std. 

Deviation Std. Error Mean 

Accuracy   RF 10 90.2990 .47259 .14945 

MNB 10 87.9970 2.14172 .67727 

 

Table 3. Independent Samples Test. Independent t-tests were performed to compare the 

accuracy of the two algorithms and a statistically significant difference was noticed 

between the two algorithms 0.002<0.05 and Std. Error Difference is noticed as .69356. 

  

Levene's Test for 

Equality of 

Variances t-test for Equality of Means 

F Sig. 

Std. Error 

Difference 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Accuracy Equal 

variances 

assumed 

13.295 .002 .69356 .84487 3.7591

3 

Equal 

variances not 

assumed 

    .69356 .75397 3.8500

3 
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Fig. 1. Simple Bar Mean of Accuracy by Random Forest Algorithm and Multinomial Naive 

Bayes(MNB), the bar chart representing the comparison of mean accuracy of Random 

Forest   Algorithm is 90.2990 and Multinomial Naive Bayes Algorithm is 87.9970. X-Axis: 

Random Forest Algorithm vs Multinomial Naive Bayes Algorithm. Y-Axis: Mean accuracy. 

The error bars are 95% for both algorithms. The Standard Deviation Error Bars are +/- 1 

SD. 

 


