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ABSTRACT: 

 
Aim: The fundamental goal of the research study is to work on the accuracy of a prediction of malignant sites 
utilizing the Logistic Regression (LRA) machine learning algorithm against the Decision Tree Algorithm (DTA) 

.Materials and Methods: The review utilized 20 samples with two groups of algorithms with the G-power worth 
of 85% percent and the malicious attack information were gathered from different web sources with late findings 
and threshold 0.05% and confidence interval 97% with mean and standard deviation. To anticipate the vindictive 
assaults by further developing the Logistic Regression Algorithm has been viewed as 97% of precision, 
consequently this concentrate needs to find the better exactness for noxious Attack expectation with the Decision 
Tree Algorithm Algorithm machine learning algorithm. Result: This examination concentrated on saw as 85% 
of precision for sites utilizing the Decision Tree calculation with a critical worth of  two tailed tests is 
0.001(p<0.05) with 97% confidence interval. Conclusion: This study presumes that the Logistic Regression 
calculation on Innovative malevolent site Prediction is essentially better compared to the Decision Tree 
Algorithm. 
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INTRODUCTION 

 

Malicious web site threatening is usage of codes within the style of address by 

attackers to gather personal info and unauthorized access of user info(Vundavalli et al. 

2020) Innovative Malicious Website Prediction. It involves aggregation information 

regarding passwords registered for email, checking account details, and number for either 

credit or positive identification and small alternative necessary info (Rani et al. 2020). 

Attackers might trick users to get their info while not making sense. As like hacking,  this 

technique conjointly takes management over user pc within the kind of breaking weapons 

system employed in pc. (El-Din, Hemdan, and El-Sayed 2021). The malicious links square 

measure unfold through email that has details about organization, job vacancies, and on-

line buying offers and conjointly it's like legitimate websites. that the user can simply 
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attract far better than what square measures all the items bestowed in lexical (Manjeri et 

al. 2019). For every year, Innovative Malicious Website Prediction Supervised Learning 

the rise of malicious content websites is increasing and it's unbeatable. As per the small 

print gathered from banking society, malicious attacks of zero 47% were raised early once 

(Wu and Yang 2011). Attackers feel ease to attack unsuspected users and UN agencies 

aren't awake to it. In an exceedingly following approach the attackers explored their 

address no doubt (Lavreniuk and Novikov 2020). The popular web content login portal is 

targeted by attackers to hide users and it seems to be a legitimate website. Once an 

unknown user visits the link, the script running behind (Raja et al. 2021; Singh and Goyal 

2019) extracts information and makes use of it by the attacker (Yan et al. 2020). In figure 

one the steps dispensed by assaulter to thieving info from the user is clearly pictured 

(Chiramdasu et al. 2021). A vindictive application has contaminated a PC, there's actually 

trust in eliminating it to help any further harm. There's an enormous assortment of 

spyware and malware throwing out instruments accessible for download on the Internet. 

Before you leap out and begin downloading tasks, be troubled that there are many phony 

and awful malware trashing programs.   

Malicious is the most unsafe criminal Supervised Learning exercise in cyberspace. Since 

most of the users go browsing to access (M et al. 2021)the services provided by 

government and monetary establishments, there has been a big increase in Malicious 

attacks for the past few years. Several researches are going on to forestall malicious 

attacks by totally different communities around (Raja et al. 2021) the world Malicious 

attacks will be prevented by detecting the websites and making awareness to users to 

identify  Innovative Malicious Website Prediction. Machine learning algorithms have been 

one in every of the powerful techniques in detective work malicious websites. During this 

study, varied strategies of detective work malicious websites are mentioned.(Rayala et 

al., n.d.) The Web has Statistical Analysis  become a platform for supporting a good variety 

of criminal enterprises like spam-advertised commerce. Supervised Learning These visits 

are driven by email, internet search results or links from alternative web content, however 

all need the user to require some action, like clicking, that specifies the specified Uniform 

Resource surveyor (URL). The Best study of prediction malicious websites (Mondal et al. 

2021). 

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020).The drawbacks 

of  the prediction of a malicious website is If the Internet connection fails, this system 

won’t work and Loss of Customers. Loss of Data and all websites related data will be stored 

in one place. The accuracy percentage of the Logistic Regression Algorithm is 97.11% 

individually and the average accuracy of the Decision Tree is 85%. There are more relative 

articles with a precision score from the DATA classifier for advancement of Anti-malevolent 

to foresee vindictive sites assaults. Hence the point of this study is to expand the precision 

of Innovative Malicious Website Prediction weakness and further develop the forecast 

model utilizing the LRA. 

 

MATERIALS AND METHODS 

 

This exploration review was completed at the DBMS Laboratory, Department of 

Computer Science and Engineering, Saveetha School of Engineering, Chennai. The two 

Supervised Learning gatherings of order calculations utilized for the review. Group 1 and 

Group 2 are the Logistic Regression calculations and choice tree separately als their 

reaches are displayed in the Fig.1. Each example size was anticipated utilizing the G-

power apparatus with rendition 3.1.10 and bringing about 20 example sizes with 97% of 

G-power values and the limit two tailed significant values is set to 0.05 and the confidence 

interval as 97%.(McGahagan et al. 2021)) 

 

https://paperpile.com/c/r8Ycyj/TuqT
https://paperpile.com/c/r8Ycyj/TuqT
https://paperpile.com/c/r8Ycyj/TohM
https://paperpile.com/c/r8Ycyj/sG14
https://paperpile.com/c/r8Ycyj/e5Ww+NPpr
https://paperpile.com/c/r8Ycyj/e5Ww+NPpr
https://paperpile.com/c/r8Ycyj/HPHE
https://paperpile.com/c/r8Ycyj/sCDO
https://paperpile.com/c/r8Ycyj/gUtE
https://paperpile.com/c/r8Ycyj/e5Ww
https://paperpile.com/c/r8Ycyj/737R
https://paperpile.com/c/r8Ycyj/737R
https://paperpile.com/c/r8Ycyj/fGaQ
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The malicious, Anti- noxious dataset that will be credited for the arranged work is gathered 

from the (Urcuqui n.d.) one among a ton of inescapable on-line networks for data 

researchers and machine learning . grants them to go looking and acknowledge entirely 

unexpected datasets that they require; . It conjointly gives an adjustable individual Google 

co-lab with a free on-line GPU. The dataset used here consists of forty four attributes and 

contains five options that can be wont to predict the website malicious attacks. The dataset 

has 11044 rows that consists of knowledge for the symptoms of that area unit associated 

with malicious Attack and conjointly includes several sites in the dataset that shows in Fig. 

1. Nearly 5.1 billion active net users will be there in 2020, a record for that year throughout 

the planet. 

  

Logistic Regression Algorithm: 

Logistic Regression is a supervised learning algorithm. It provides accurate results when 

new data is given to the trained model. It is a predictive analysis algorithm based on the 

concept of probability. The sigmoid function is a mathematical function used to map the 

predicted value to probabilities. The value of Logistic Regression must be between 0 and 

1 which can be calculated using the below equation (1). 

 

Value(V)=1/(1+e^-value)   (1) 

 

Where, e is base of the natural algorithms 

 

Pseudocode 

INPUT:Training dataset() 

OUTPUT:Accuracy 

    

1. Read the training dataset into the classifier 

2.  Calculate cost function, gradient descent 

3. Repeat 

4. Calculate sigmoid function for each iteration  

5. While the condition satisfy  

6. Define class  

                          define Logistic Regression 

                                           if(condition satisfy) 

                                               return accuracy 

                                   else 

                                          return previous step 

                                    end 

                        7.   Classifiers predicted accuracy 

 

Decision Tree Algorithm: 

 Decision tree classifiers are utilized as a commonly known grouping method. A 

decision tree could be a flowchart-like tree structure anywhere an inside node addresses 

a feature or attribute, the branch addresses a decision rule, and each leaf node addresses 

the outcome. The highest level of node in a call tree is perceived in view of the root node. 

It figures out how to segment upheld the attribute worth. Also, call trees are ideal for 

coping with nonlinear relationships between attributes and categories. The following 

pseudocode comes under the Decision Tree Algorithm recipe to use on the middle pictures 

dataset and moreover works with the tree model. The pseudocode can take the datasets 

as info and thus the last result of the pseudocode is sent through the parameters Accuracy 

and the classification. 

 

Pseudocode  

INPUT:Training dataset() 

OUTPUT:Accuracy 
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 1.  Read the training dataset as input 

 2. Preprocess the dataset and split to train and test  

 3. Define class  

    Decision Tree(test attribute) 

                                           

  if(condition satisfy) 

                                                    return accuracy 

                                   else 

                                          return previous step 

                                    end 

 4. Classifiers predicted accuracy 

  

  In the proposed system the training and testing of the data is made in the Jupyter 

notebook and having used the SPSS software to predict the graph and also G-power 

software to calculate and pretest for the algorithm to get better percentage of the 

algorithm.In this proposed system 50 gb hard disk and 8 gb RAM is used for execution of 

the algorithm. The framework type utilized was a 64-digit OS, intel i5 and the operating 

system in windows. 

 

Statistical Analysis:  

The investigation done by IBM SPSS adaptation 23 for both proposed and existing 

calculation cycle was finished with the 20 examples and for every predicted accuracy was 

noted for analyzing accuracy for breaking down exactness with esteem obtained from the 

Independent Sample T-test. Independent variable is Time which is there in the dataset for 

prediction and the dependent variable is the input text for prediction(Brintha, Preethi, and 

Winowlin Jappes 2021). 

 

RESULTS 

 

In Table 1, It was seen that the  Logistic Regression algorithm is essentially better 

than the decision Tree algorithm. In the Logistic Regression algorithm, Dataset saw that 

the accuracy and performance of Logistic Regression algorithm is better than decision Tree 

algorithm. In Descriptive statistics the Accuracy and Algorithm values contain the upto 20 

values. Standard Deviation of Accuracy of Logistic Regression algorithm 96.08 And 

accuracy of decision Tree algorithm  is 93.46 

In Table 2, The group statistics of Algorithms of  Both  Logistic Regression algorithm and 

Decision Tree algorithm. Number of Logistic Regression algorithms are 10 and decision 

Tree Algorithms  are 10. Mean of Logistic Regression algorithm value is 96.08 and  

Decision Tree is 93.46. and Standard deviation of  Both the algorithms are 2.47488  and 

0.97673. Standard error 0.78263 and 0.30887.  

In Table 3 two tailed significance values less than 0.001(p<0.005) showed that our 

hypothesis holds good. When contrasted and different calculations, execution of the 

Logistic Regression proposed classifier accomplished preferable execution over the 

Decision tree. 

In Figure 1, the independent sample test accuracy Equal variance of sig value is 0.034  

and the equal variance not assumed of sig value is null. From Figure 1, both the Logistic 

Regression algorithm and  Decision Tree technique the accuracy value of The Logistic 

Regression algorithm model Accuracy is 96.08  and Decision Tree Algorithm  is  93.46. 

 

DISCUSSION  

   

Based on the above it is observed in the Logistic Regression algorithm that 96.08 

has better accuracy than Decision tree 93.46 in prediction of malicious websites. There is 

a statistical 2-tailed significance in exactness for calculations is 0.001(p<0.05) by 

independent t-test. 

 

https://paperpile.com/c/r8Ycyj/KMtU
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In the Existing system the accuracy for the Logistic Regression algorithm is 96% and the 

Decision Tree 93% respectively.(Wang et al. 2022) This analysis makes use of machine 

learning to predict the accuracy of prediction of malicious websites. The accuracy values 

for Classifier are 96% and 93%. and compared with another model of Prediction,(El-Din, 

Hemdan, and El-Sayed 2021) malicious websites for Logistic Regression Algorithm and 

Decision Tree Algorithm 96.08% and 93.46%(Prabakaran et al. 2022). The Factors 

affecting the algorithm are sample size of the dataset and test size of the dataset Based 

on the above finding the Existing Algorithm was chosen to improve the accuracy. 

 

The limitations, That the research attributes that the dataset contains are not many to 

anticipate accuracy(%) for Innovative malevolent sites expectation. The more the 

independent and dependent variables the more precision will be gotten to the next level. 

After performing the statistical analysis and independent sample test in the IBM SPSS tool 

the significance is p<0.05. The future, in the event that the dataset contains many 

attributes, the classifier can work effectively and can further develop the forecast 

precision.  Attributes like profile, source, and verifications can bring about better precision 

and definite accuracy upsides of Innovative Malicious Website Prediction. 

 

CONCLUSION 

 

  The methodology of ordering the malevolent site expectation physically requires 

more information on the domain. In this research, It discussed the problem of classifying 

Innovative Malicious Website Prediction articles using machine learning models. The 

outcome of the Logistic regression algorithm 96% has better accuracy than Decision Tree 

93% in detecting malicious websites. It would be feasible to work on a Logistic regression 

algorithm than Decision Tree to detect malicious websites Attacks. 
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TABLES AND FIGURES 

Table 1. Accuracy Table (LRA, DTA), the accuracy of the  Logistic Regression algorithm is 

approximately 96.08 and  Decision Tree  algorithm is approximately 93.46. 

Test Size 0.2 0.21 0.22 0.23 

Logistic 

Regression 

Algorithm 

96.63 96.92 96.33 97.11 

Decision Tree 

Algorithm 
85.01 93.98 94.33 94.23 

 

Table 2. Group Statistics, that the mean accuracy and standard deviation for  Logistic 

Regression algorithms is 96.08 and 2.47488.  Decision Tree algorithm is 93.46 and 

0.97673 

 LRA,DTA N Mean 
Std. 

Deviation 

Std. Mean 

Error 

Accuracy LRA 10 96.0850 2.47488 .78263 

 DTA 10 93.4630 0.97673 .30887 
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Table 3.Independent Samples Test, the comparison of accuracy for Innovative malicious 

website prediction classification using Logistic Regression algorithm and Decision Tree 

algorithm with significance rate 0.001 and standard error difference 0. 

Independent Samples Test 

 

Levene's 

Test for 

Equality of 

Variances 

 

t-test for Equality of Means 

 

F 
Sig. 

Mean 

Difference 

Std. Error 

Difference 

95% 

Confidence 

Interval of the 

Difference 

Lower Upper 

Accuracy 

Equal 

variances 

assumed 

18.455 .001 2.62200 .84137 .85435 4.38965 

Equal 

variances 

not 

assumed 

  2.62200 .84137 .78425 4.45975 

 

 
Fig. 1 Simple Bar Mean of Accuracy by LRA, DTA, the bar chart representing the 

comparison of mean accuracy of the Logistic Regression algorithm is 97% and Decision 

Tree algorithm is 93%. X-Axis: Logistic Regression algorithm vs Decision Tree algorithm. 

Y-Axis: Mean accuracy of detection ± SD. 

 


