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Abstract 

 
Aim: The aim is to improve the detection of mushroom insalubrity based on features extracted from 
images by using novel K-Nearest Neighbor (KNN) algorithm comparing Support Vector Machine 
(SVM) algorithm. Materials and Methods: By using k-nearest neighbor  algorithm and support 

vector machine algorithm, detection of insalubrity is tested over a mushroom datasets with the 

sample size of 10.  Accuracy values for detection of mushroom insalubrity calculated to quantify the 
performance of KNN compared with SVM. Results and Discussion: The analysis on trained dataset 
and test dataset were successfully performed using SPSS and acquired accuracy for the Support 
Vector Machine compared to k-nearest neighbor algorithm which gave the accuracy with the level 
of significance (p<0.05) and with G-power about 80%. The resultant data depicts the reliability in 
independent sample tests. Conclusion: On the whole process of prediction of accuracy the novel K-

nearest neighbor  algorithm gives significantly better accuracy than Support Vector Machines for 
mushroom toxicity  by extracting features in the images.  
 

Keywords 
Novel K-Nearest neighbor, Support Vector Machine, Machine learning, Mushroom Toxicity, Image 

Processing. 

 

INTRODUCTION  

 

In the existing system, it has been examined that the data and build different 

machine learning models, like k-nearest neighbor, support vector machines that will detect 

if the mushroom is edible or poisonous by its specifications like cap shape, cap color, gill 

color, etc. This above process can be solved by using machine learning and techniques 

(Al-Mejibli and Abd 2017). The process helps to find out what are the features that can be 

described. The dataset was taken from kaggle.com. The exploratory data analysis on the 

data set in python  paves the way to address these myths using image processing. Existing 

approach only deals with accuracy (Dong and Zheng 2019) and consumes more time .  

The existing system implemented through Machine learning approaches and image 

https://paperpile.com/c/6GkWmu/qV9a
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processing Neural Network and Adaptive Neuro Fuzzy inference systems are used for 

implementation of the classification techniques (Wagner, Heider, and Hattab 2021). 

Different techniques used for classification are used to categorize different mushrooms as 

mushroom toxicity edible or non-edible using anaconda software. In addition, disease 

monitoring by the Bureau of Epidemiology, health care system reported that by consuming 

the poisonous mushrooms the number of patients and dead persons are 1,175 and 6 

persons, respectively (Ismail, Zainal, and Mustapha 2018). The number of cases are 

increasing, because people living in the northern and northeast of Thailand usually prefer 

to collect wild mushrooms for cooking by themselves continuously (Al-Mejibli and Abd 

2017). The wild mushroom can grow well particularly in the provinces in the northern and 

northeast of Thailand.Therefore, the morbidity rate of northern and northeast regions is 

higher than the other parts of Thailand (Bennett, Philippides, and Nowotny, n.d.). From 

the analysis of statistical data, it can be found that the rate of illness and death is sharply 

high in the period of May to November because this period is suitable for the growth of 

mushrooms (Seymour 2017).  

 

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020).The research gap 

in the existing system is implemented through machine learning and  approaches. The 

proposed system deals with a comprehensive overview of recent research in classification 

of edible and non-edible mushrooms. The objective of this is to describe the 

pathophysiology of mushroom toxicity. This system will review the health condition of a 

patient with mushroom toxicity and summarize the treatment options for the same. The 

system provides the modalities to improve care coordination among interprofessional team 

members in order to improve outcomes for patients affected by mushroom toxicity. 

  

MATERIALS AND METHODS 

 

The Study setting of the proposed work is done in the Compiler Design Lab, 

Saveetha School of Engineering, Saveetha University. The number of groups identified are 

two. Group 1 is the toxic mushroom and group 2 is the non-toxic mushroom. Support 

Vector Machine was iterated various number of times with a sample size of 10 calculated 

from clinical website and SPSS analysis is carried out with level of significance p<0.05.  

 

The software tool used for detecting the accuracy score is using the python sklearn 

library. Hardware configuration was AMD RYZEN 5 (2.10 GHZ) processor with 8GB ram 

and 64 bit OS, x64 based processor system. The software configuration was Windows 11 

professional. The data was pre-processed after performing many steps such as removing 

noise data, feature extraction and feature selection. 

 

Support Vector Machine algorithm 

There are some methods that are involved in Support Vector Machine. Novel K-

nearest neighbor  support vector machine CNN algorithms that can be used for building 

both regression and classification models (Auerbach, Donner, and Weiss 2008). 

 

Following are the steps for implementing the support vector machine  algorithm 

Step 1 : Start importing the data from a CSV file. 

Step 2 : For training, some processing steps are required such as performing EDA, etc. 

Step 3: Extracted features values.  Removing missing values 

Step 4: Apply the Support Vector Machine techniques. Selecting the top 6 columns for 

better performance of the model which is highly correlated with the independent variable  

Step 5: Compare with K-Nearest Neighbor Algorithm 

Step 6: Identify the toxicity poisonous (1) and  edible(0) 

Step 7: Calculate the accuracy values using SPSS Tool 

https://paperpile.com/c/6GkWmu/l6P6
https://paperpile.com/c/6GkWmu/OHmS
https://paperpile.com/c/6GkWmu/qV9a
https://paperpile.com/c/6GkWmu/qV9a
https://paperpile.com/c/6GkWmu/DZkX
https://paperpile.com/c/6GkWmu/uP4E
https://paperpile.com/c/6GkWmu/F4B0w+L27rW+qjkhx+ZIpdd+QKBiT+Vtfzn+lQsxm+q2QGO
https://paperpile.com/c/6GkWmu/F4B0w+L27rW+qjkhx+ZIpdd+QKBiT+Vtfzn+lQsxm+q2QGO
https://paperpile.com/c/6GkWmu/F4B0w+L27rW+qjkhx+ZIpdd+QKBiT+Vtfzn+lQsxm+q2QGO
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Step 8: Then finally applying SVM on the cleaned data and finally getting the accuracy of 

the model is 91.2% 

 

K-Nearest Neighbor  Algorithm 

According to this method system the mushroom is selected based on the authorized 

data that is divided into two groups. One is toxic and the other one is edible based on the 

sample size and data. Using this novel K-Nearest Neighbor  algorithm with the trained 

data and extract the outcome. K-Nearest Neighbor is more accurate than the support 

vector machine algorithm because of high efficiency. 

 

Following are the steps for implementing the K-Nearest Neighbor  Algorithm 

There are 7 steps included in the proposed method. Initially extracting the data, data 

cleaning, removing noise ratio, applying Synthetic Minority Over Sampling 

Techniques(SMOTE). finally training data with the k nearest neighbor  method 

Step 1: Start importing the data from a CSV file. 

Step 2:  For training, some processing steps are required such as performing EDA, etc 

Step 3:  Import Dataset.  

Step 4: Split Dataset.  

Step 5: The models are trained using K-Nearest Neighbors Algorithm 

Step 6: Selecting the top 6 columns for better performance of the model which is highly   

correlated with the independent variable. 

Step 7: Then finally applying k nearest neighbor on the cleaned data and finally getting 

the accuracy of the model is 99.18%  

Step 8: stop 

 

Anaconda navigator is used for execution of the project code. It helps to manage 

and access notebook files and any kind of python files. By giving the python environment 

a command prompt can provide easy access to the code and execution. Main tools that 

need to be installed in the python environment are keras and tensorflow. Minimum of 4GB 

RAM is required to compile and execute the project code. Preferred operating systems are 

windows or ubuntu.  

 

Statistical analysis 

To check the data accuracy and reliability in SPSS statistical software is used with 

a default alpha value of (<0.05) for the sample size of 10.  The independent variables for 

the dataset were blur, varying lighting condition, shadowing effects, image size of the 

images.  Many potential variables are dependent in image classification like spectral 

signatures, vegetation indices, transformed images, textural or contextual information, 

multitemporal images, multisensor images, and ancillary data. The image is segmented 

and binarized to build the function that contains the interest area for detection. The bar 

graph and the error graph was generated for comparison of differences between the K-

nearest neighbor algorithm and Support vector machine algorithm.   

 

RESULTS 

 

By applying these methods K-nearest neighbor algorithm is giving significantly 

better accuracy of 95% than Support Vector Machine. The results are collected by 

performing multiple iterations of the experiment for identifying different scales of accuracy 

rate. Further performing the statistical calculations using the SPSS tool and obtaining the 

accuracy from the experimented data and independent sample test is performed.  

Table 1 represents the comparison of accuracy Support Vector Machine and K-nearest 

neighbor, by iterating in intrusion detection systems for various numbers of times.  

Table 2 represents the sample size (N=10), Mean, Standard deviation and Standard error 

mean are classified based on the accuracy and loss of the data. The accuracy 99.18% of 

the K-Nearest Neighbor algorithm is significantly higher compared to the Support Vector 

Machine.  
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Table 3 represents the significance of the data and standard error difference, where 

significance of Support Vector Machine and k nearest neighbor with the confidence interval 

as 95% and level of significance of (< 0.05).  

Fig. 1 represents the comparison of mean accuracy of the Support Vector Machine. The 

comparison of accuracy gained. The accuracy of group 1 is 99.18% and group 2 is 91.2%. 

The K-Nearest Neighbor has significantly performed better when compared to Support 

Vector Machines. There is a significant difference between Support Vector Machine and K-

nearest algorithm.  
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Edible Wild Mushrooms. Rowman & Littlefield. 

Sivasamy, Ramesh, Potu Venugopal, and Rodrigo Espinoza-González. 2020. “Structure, 

Electronic Structure, Optical and Magnetic Studies of Double Perovskite Gd2MnFeO6 

Nanoparticles: First Principle and Experimental Studies.” Materials Today 

Communications 25 (December): 101603. 

Venu, Harish, and Prabhu Appavu. 2021. “Experimental Studies on the Influence of 

Zirconium Nanoparticle on Biodiesel–diesel Fuel Blend in CI Engine.” International 

Journal of Ambient Energy 42 (14): 1588–94. 

Wagner, Dennis, Dominik Heider, and Georges Hattab. 2021. “Mushroom Data Creation, 

Curation, and Simulation to Support Classification Tasks.” Scientific Reports 11 (1): 

8134. 

 

CONCLUSION 

 

It is inferred that the K-Nearest Neighbor algorithm seems to appear with a better 

accuracy percentage (99.18%) detecting the toxicity in the mushrooms whether it is edible 

or poisonous than the Support Vector Machine with the accuracy of (91.2%).  
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TABLES AND FIGURES 

Table 1. Accuracy table for K-Nearest neighbor  and Support Vector Machine, the 

accuracy of Method 1 is 99. 05 % and Method 2 is 91. 2 % 

No. of iterations 
K-Nearest neighbor  

Algorithm 

Support Vector Machine 

Algorithm 

1 99.05 91.21 

2 98.01 91.01 

3 98.03 91.02 

4 98.05 91.03 

5 98.07 91.04 

6 98.09 91.05 

7 98.11 91.06 

8 99.13 91.07 
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9 99.17 91.08 

10 99.18 91.09 

 

Table 2. Statistical Analysis of Mean, Standard Deviation, and Standard Error of accuracy 

of Support Vector Machine and K-Nearest neighbor . There is a statistically significant 

difference in accuracy between the methods. K-Nearest neighbor  has the highest 

accuracy (99.18%) and Support Vector Machine (91.2%). 

 

Group 

 

N 

 

Mean 

 

Std. Deviation 

Std. Error 

Mean 

Algorithms 

 

K-Nearest 

neighbor 

 

Support Vector 

Machine 

 

 

 

10 

 

 

 

10 

 

 

99.1850 

 

 

 

91.2070 

 

 

.29217 

 

 

 

.49715 

 

 

.09239 

 

 

 

.15721 

 

Table 3. Comparison of Significance Level with value p<0.05. Both Support Vector 

Machine algorithm and K-Nearest neighbor have a confidence interval of 95% with the 

significance level of accuracy is <0.05. 

  F 
si

g. 
t df 

sig. 

(2-

tail

ed) 

Mean 

differe

nce 

Std. 

Error 

Differ

ence 

95% 

Confidenc

e 

interval of 

the 

difference

Lower 

95% 

Confid

ence 

interva

l of the 

differe

nce 

Upper 

Accur

acy 

Equal 

varia

nce 

assu

med 

.6

58 

.0

42 

43.7

51 
18 .001 7.9780 .18235 7.59490 

8.3611

0 
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Accur

acy 

Equal 

varia

nces 

not 

assu

med 

 

  
43.7

51 

14.5

54 
.001 7.9780 .18235 7.58829 

8.3677

1 

 

 
Fig. 1. Comparison of mean accuracy between K-Nearest neighbor  algorithm over 

Support Vector Machine algorithm, where the former is better than the later with an 

increase of 7.96%. X-Axis gives the algorithms and Y-Axis: Mean accuracy of detection ± 

1 SD. 
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