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Abstract 

 
Aim: The main goal of this research is to create a proficient prediction of Supervised Machine 
learning algorithms for checking whether a person is eligible to get loan approval or not. Material 
and Methods: Random forest algorithm and Decision Tree algorithm are the two groups of 

algorithms that are applied in this study. The paper consists of around 981 rows and 13 columns 
used to train and test the Machine learning models to verify the loan status of persons. The 

experimental research had performed with N=10 iterations for each algorithm by taking a G-power 
of 80%. Results: The outcomes of this experimental research mean accuracy is over 89.94% in the 
Random forest algorithm and 86.69% in the Decision Tree algorithm. After performing the statistical 
analysis, independent sample tests show that the significant difference between the two algorithms 

is p = 0.024 where p < 0.05. It shows that the Random forest algorithm and Decision Tree algorithm 
are more stable. Conclusion: This research work aims to implement the innovative approach of 
skillful Machine learning algorithms for innovative loan eligibility prediction and also to improve 
accuracy in existing algorithms like the Random Forest algorithm and Decision Tree algorithm. By 
comparing all the analyses of experimental results. It is clearly shown that the Random forest 
algorithm has the highest accuracy over the Decision Tree algorithm for loan eligibility prediction. 
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INTRODUCTION 

 

The main purpose of this research is to develop a Supervised machine learning 

model with high accuracy to predict whether a borrower will repay the loan to the banks, 

financial institutions or not within the given loan term period (Aslam et al. 2019). In the 

present-days, one of the main reasons for the country’s economy depends on the banks. 

The primary business of the banks is lending, and the profits of banks are dependent on 

the interest on Loans. It is not possible to check every customer’s data and predict whether 

the customer is eligible for loan approval or not (Arutjothi and Senthamarai 2017). The 

Machine learning model reduces the task for the banks by predicting whether a customer 
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is eligible for a loan or not with less amount of time (Rath, Das, and Acharya 2021). It is 

a time-saving process for both the banks and also for the customers to check their loan 

status. Machine learning (ML) techniques are very useful in predicting outcomes for large 

amounts of data within a short period of time (Sheikh, Goel, and Kumar 2020). 

 

There are around 2,280 articles published in Google Scholar and 433 articles in 

Science direct related to Loan approval prediction using Machine learning techniques. 

Among the articles and publications, the refereed papers are A study on a prediction of 

P2P network loan default based on the machine learning LightGBM and XGboost algorithms 

according to different high dimensional data cleaning (“Study on a Prediction of P2P 

Network Loan Default Based on the Machine Learning LightGBM and XGboost Algorithms 

according to Different High Dimensional Data Cleaning” 2018)Xiaojun et al. 2018(“Study 

on a Prediction of P2P Network Loan Default Based on the Machine Learning LightGBM and 

XGboost Algorithms according to Different High Dimensional Data Cleaning” 2018) was 

cited 111 times. An empirical comparison of Machine learning methods on bank client 

credit assessments (“Website,” n.d.) was cited  58 times. Credit Risk Analysis Using 

Machine and Deep Learning Models cited 54 times (Addo, Guegan, and Hassani 2018). 

Integration of unsupervised and supervised machine learning algorithms for credit risk 

assessment cited 23 times (“Integration of Unsupervised and Supervised Machine Learning 

Algorithms for Credit Risk Assessment” 2019)WangBao, NingLianju, and KongYue 

2019(“Integration of Unsupervised and Supervised Machine Learning Algorithms for Credit 

Risk Assessment” 2019).  From all the above paper’s prediction of P2P network loan default 

based on the machine learning LightGBM and XGboost algorithms according to different 

high dimensional data cleaning was the best study (“Study on a Prediction of P2P Network 

Loan Default Based on the Machine Learning LightGBM and XGboost Algorithms according 

to Different High Dimensional Data Cleaning” 2018)Xiaojun et al. 2018(“Study on a 

Prediction of P2P Network Loan Default Based on the Machine Learning LightGBM and 

XGboost Algorithms according to Different High Dimensional Data Cleaning” 2018) as the 

authors were clearly explained about the Supervised machine learning techniques and 

data cleaning approaches for loan prediction machine learning model. 

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020).Getting fewer 

accuracy values than the satisfactory results for the Machine learning models as referred 

to in the previous papers makes it work on this innovative Loan eligibility prediction paper. 

It takes more time to organize and process data in a correct manner and also to improve 

accuracy in the Random forest and the Decision Tree. Our team in the department has 

much experience in research on Machine learning models, so it’s helpful to come up with 

an innovative idea in machine learning approaches for developing efficient algorithms with 

higher accuracy in the innovative loan eligibility prediction. The aim is to improve more 

accuracy in the Machine learning algorithms and to show that the Random forest algorithm 

has higher accuracy over the Decision tree algorithm. 

 

MATERIALS AND METHODS   

 

 This study for loan eligibility prediction was done in the Software engineering 

laboratory, Saveetha School of Engineering, Saveetha Institute of Medical And Technical 

Sciences. The datasets for this research study were downloaded from Kaggle which is an 

open-source platform for the vast number of datasets for the research and their study. 

There were two groups of samples considered in the project study. Group-1 belongs to the 

Random Forest algorithm and Group-2 Belongs to the Decision Tree algorithm. The same 

set of sample sizes has two iterations. Iteration-1 for the loan approved customers and 

Iteration-2 for the loan not approved customers. The sample size for each group was 

calculated by using previous study results in clinical.com by keeping g power as 80 %, 

threshold 0.05 and confidence interval as 95%(Yu and Pan 2016; Liu et al. 2019). The 
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type I error is a part of alpha error which is taken as 0.05 and it shows the testing 

procedure and the difference between the two algorithms of the Random Forest algorithm 

and the Decision Tree algorithm with an enrollment ratio is approximately I. 

 

Random Forest Algorithm 

 Random Forest is one of the most important algorithms in Supervised Machine 

learning. It can be used for both classification and regression purposes. The algorithms 

made with high dimensionality can be capable of handling large datasets. The Random 

forest algorithm has more no of trees which helps prevent overfitting the model. It can 

handle missing values easily. Random forests are very flexible and possess higher accuracy 

values. A Random forest is a predictive tool, not a descriptive tool. Normalization is not 

required as it uses a rule-based approach. The regression problems can be solved using 

Mean Square Error(MSE) (1) and classification problems can be solved using the Gini Index 

formula (2) used to decide how many nodes are on the decision tree branch. 

MSE Formula: 

𝑴𝑺𝑬 =
𝟏

𝑵
∑

𝑵

𝒊=𝟏

(𝒇𝒊 − 𝒚𝒊)𝟐                                   (𝟏) 

 From the above formula, The N is the number of data points. fi is the value returned 

by the model and Yi is the actual value of data point i. 

Gini Index Formula: 
    𝐺𝑖𝑛 =  1 − ∑𝑐

𝑖=1 (𝑝 𝑖)
2                                     (2) 

 In the above formula, Pi represents the Relative frequency of the class you are 

observing in the dataset and C represents the number of classes.  

 

Pseudocode for Random Forest Algorithm 

Input: Training dataset 

Output: Classifier accuracy 

A training set S:= (x1, y1), . . . ,(xn, yn), features F, and number of trees in forest B. 

function RandomForest(S , F)  

H ← ∅ 3  

for i ∈ 1, . . . , B do  

S (i) ← A bootstrap sample from S  

hi ← RandomizedTreeLearn(S (i) , F)  

H ← H ∪ {hi}  

end for  

return H  

end function  

function RandomizedTreeLearn(S , F)  

At each node: 

f ← very small subset of F  

Split on best feature in f  

return The learned tree  

end function 

 

Decision Tree Algorithm 

 Decision algorithm is one of the most widely used supervised machine learning 

algorithms. It can be used for both classification and regression problems but the decision 

tree algorithm is usually used to solve the classification difficulties. The test results of the 

decision tree are performed based on the features found in the given data set. The decision 

tree always starts with the root node and ends with the decisions made by leaves. The 

output of the decision tree always executes either yes or no. The decision tree algorithm 

always consists of Root Nodes, Decision Nodes, and Terminal Nodes. Decision trees learn 

from data to approximate a sine curve with a set of if-then-else decision rules. The deeper 

the tree, the more complex the decision rules  and the fitter the model. It is known as a 
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choice tree in light of the fact that, like a tree, it begins with the root hub, which develops 

further branches and builds a tree-like design. 

Decision Tree Algorithm Equation: 

Entropy: 
                    E(S)=∑𝑐

𝑖=1 − 𝑃𝑖𝑙𝑜𝑔2𝑝𝑖                  

(3) 

From the above equation (3) 

we say that S -> current state 

       pi->probability of an event i of state S or Percentage of class i in a node of 

State S. 

Information Gain: 
      Information Gain = Entropy(before)- ∑𝐾

𝑗=1 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑗, 𝑎𝑓𝑡𝑒𝑟)   (4) 

 From the equation (4) the word “before” is the dataset before the split, k is the 

number of subsets generated by the split, and (j, after) is subset j after the split. 

Pseudocode for Decision tree 

Input: Training dataset 

Output: Classifier predicted Accuracy 

An attribute- valued dataset DT 

Read & import dataset 

Replace missing values 

Preprocess the dataset  

split it to train and test  

Import the data into DT algorithm 

Tree1={} 

If DT is “pure” OR other stopping criteria had met then 

      terminate 

endif 

for all attribute, b 𝜀 DT do 

      Compute information-theoretic criteria if we split on b 

end for 
𝑏𝑏𝑒𝑠𝑡 = Best attribute according to above-computed criteria 

Tree = Create a decision node that tests 𝑏𝑏𝑒𝑠𝑡 the root. 

 𝐷𝑇𝑣= Induced sub-datasets from DT based on 𝑏𝑏𝑒𝑠𝑡 

for all 𝐷𝑣 do 

     𝑇𝑟𝑒𝑒𝑣= C4.5( 𝐷𝑇𝑣) 

     Attach 𝑇𝑟𝑒𝑒𝑣 to the corresponding branch of Tree 

end for 

return Tree 

 The experimental procedure is completed with the help of the Jupyter Notebook 

which is a tool present in Anaconda distribution. The study for loan eligibility prediction is 

carried out with a Hardware configuration of Windows 11 OS, i5 10th Generation, X64 bit 

processor CPU, and 512GB SSD drive with 8GB RAM. The different packages and libraries 

like Numpy, Pandas, Matplotlib, Sklearn, and Seaborn exist with the Python programming 

language. These packages are used in this Random forest and Decision Tree algorithms. 

Once the data set is cleaned and filled with the missed values the dataset is split into both 

train data and test data. Then data was imported into the machine learning classifier and 

built a machine learning model for the Group-1 Random forest algorithm and Group-2 

Decision Tree algorithms. The machine learning model is finally trained and evaluated and 

found accurate results with the help of their metrics with different test sizes. After 

performing the same process with 10 sample test sizes the accuracy values were 

forwarded into the SPSS IBM tool and performed different iterations. By comparing both 

algorithms we got a Random forest algorithm that has higher accuracy values over the 

Decision Tree algorithm. 

 The data set for this research is collected from Kaggle which is an open-source 

platform for getting machine learning datasets (𝐒𝐢𝐧𝐠𝐡 2020). There are 981 rows and 13 

columns are obtained by combining the train and test datasets that are used in the 
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algorithms. In the datasets, different dependent and independent variables are considered 

to perform Machine learning experimental procedures for Innovative loan eligibility 

prediction. 

 

Statistical Analysis  

 The IBM SPSS is software for editing and analyzing all sorts of data. IBM Spss 

version 25 is the statistical software tool used for the loan eligibility prediction data 

analysis. Table 1 and Table 2 are clearly shown the dependent and independent variables 

used for training and testing the data sets. An independent variable T-test was carried out 

to compare the parameters on both groups. The IBM Statistical tool can analyze the data 

and help to identify the Mean, Standard deviation, standard mean error, and also some of 

the Independent t-tests like Mean difference, Standard error differences between two 

algorithms. Before sending results into the Spss tool the data sets are standardized and 

then the data is converted into arrays (“Integration of Unsupervised and Supervised 

Machine Learning Algorithms for Credit Risk Assessment” 2019)WangBao, NingLianju, and 

KongYue 2019(“Integration of Unsupervised and Supervised Machine Learning Algorithms 

for Credit Risk Assessment” 2019). Finally, the obtained iteration values for the Random 

Forest algorithm and Decision Tree algorithm values are sent into SPSS, and all the 

observations of statistical analysis were found in this experimental procedure. 

 

RESULTS 

 

Table 3 shows the different accuracies for the Random Forest algorithm and 

Decision Tree Algorithm with different test sizes. The accuracy for algorithms fluctuates 

with different test sizes in decimals. So, we had performed each algorithm with 10 

iterations, and the mean accuracy values were found with help of the SPSS tool. By 

performing the Group Statics, the Mean accuracy score for the Random forest algorithm 

89.94% is higher than the Decision Tree algorithm 86.69% as mentioned in Table 4. 

 Table 4 shows the metrics of Group statistics for the Mean, Standard Deviation, 

and Standard Error Mean for both the algorithms. The Mean accuracies for Random Forest 

and Decision Tree Algorithm are 89.94% and 86.69%. The standard deviation for Random 

Forest Algorithm is 0.51130 and for the Decision Tree algorithm is 1.68581. Table 4  clearly 

shows that  the standard Error Mean for Random Forest Algorithm is .16169 and for the 

Decision Tree Algorithm is 0.53310. Table 5 shows the Independent samples test by 

differentiating both the algorithms. The Sig value is .024 where P <0.05 and the results 

were satisfactory. The standard Error Difference for the Random Forest and Decision Tree 

algorithms is 0.55708. The Mean difference for both the Random Forest algorithm and 

Decision Tree algorithm is 3.25200.  

 Figure 1 shows the Innovative Loan Prediction architecture diagram. The 

architecture diagram shows the various steps that are performed for getting better 

accuracies and a machine learning model. The steps that are involved in the Innovative 

loan approval machine model are  Data Collection, Exploratory Data Analysis, Data 

visualization, Handling Missing values, Splitting the training and testing data, Training the 

Machine learning model, and Finding Metrics Values, and finally testing the machine 

learning model. 

 Figure 2 shows the Simple Mean accuracy bar for the Random forest algorithm and 

Decision Tree algorithm. The bar chart describes the comparison of the mean accuracy of 

the Random Forest 89.94% with the Decision Tree 86.69%. The bar charts of Random 

Forest and Decision Tree in the graphs are plotted on the X-axis by taking accuracy values 

on the Y-axis. The standard error mean for Random Forest Algorithm is 0.16169 and the 

Decision Tree algorithm is 0.53310. In Fig. 2. graph, the Error Bars are mentioned with 

95% CI and + 1 SD. The graph clearly shows that the Random forest has better and higher 

accuracy results over the Decision Tree algorithm.  
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DISCUSSION 

 

 By performing all the statistical analysis Results the Random Forest has higher 

accuracy than the Decision Tree algorithm for loan approval prediction. The opposite 

findings that are observed in authors had used the different machine learning techniques 

and got a Maximum accuracy score of 82% in Random Forest Algorithm and 72% accuracy 

in the Decision Tree Algorithm(Udaya Bhanu and Narayana 2021). And the author (Madaan 

et al. 2021) had achieved an accuracy of 80% for the Random Forest with the help of 

machine learning. Whereas after performing the statistical analysis, in this paper we got 

higher accuracies for the Random forest algorithm with 89.94% and Decision Tree 

algorithm 86.69%. The significance value of 0.024 showed the performed statistical 

analysis hypothesis holds good in this research. This paper had achieved more accuracy 

than the above-mentioned (Udaya Bhanu and Narayana 2021) and  (Madaan et al. 2021) 

research. 

 The author’s (Zhu et al. 2019) paper clearly concludes that Random Forest is the 

best algorithm in Machine learning for loan prediction with an accuracy score of 98% in 

his paper. The authors were used different data sets that consisted of 115,000 loan data 

of users with 102 attributes whereas in this experimental research fewer data set values 

are used and achieved a mean accuracy of 89.94% for the Random Forest Algorithm which 

is lesser than the referred (Zhu et al. 2019) paper. In this paper, we proved that the 

Random Forest algorithm has higher accuracy than the Decision Tree algorithm. 

Although the results of implementation were good in both Random Forest and 

Decision Tree algorithms there exist some limitations. The algorithms were trained with 

the fewer data set values it is not possible to predict exact loan approval status for the 

prediction of a higher amount of loan approval status. So, we need to include more 

variables in the data and make the model more efficient for algorithms. The algorithm is 

not developed with the User interface, only developers can process the user’s data. The 

accuracy of Random Forest and Decision Tree should also increase by making data in a 

more efficient manner that can be developed in Further Processes. 

         In the future scope, the accuracy will be improved for both Random Forest and 

Decision  Machine learning models for innovative loan eligibility prediction in our study by 

performing different methods while training the model. We will collect data from different 

sources with different data variables provided by the banks and financial institutions and 

then try to improve more accuracy and the predictions for loan eligibility are increased 

and more accurate. In the future, we will develop  this model with the user interface and 

deployed it in the cloud. So, it is easy to verify and to identify whether the person is Eligible 

for Loan approval or not by customers. 

 

CONCLUSION 

 

  The experimental research for loan eligibility prediction is implemented using 

Python programming and the IBM SPSS tool. These tools show that the Random forest 

algorithm and Decision Tree have enhanced the accuracy results of the algorithms. From 

the above study, we found that the Random forest algorithm has around 89.94% and the 

Decision Tree algorithm has around 86.69% Accuracy. Hence we had proven that the 

Random forest algorithm has higher accuracy over the  Decision Tree algorithm for 

innovative loan eligibility prediction.  
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TABLES AND FIGURES 

Table 1. The below table shows the Independent variables that are mentioned in the 

Loan eligibility prediction data set and taken for the Random Forest and Decision Tree 

algorithms. 

Independent Variables Data Description 

Loan_ID Unique Loan ID 

Gender Male/ Female 

Married Applicant married (Y/N) 

Self_Employed Self-employed (Y/N) 

Education Applicant Education (Graduate/ Undergraduate). 
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Table 2. The below table shows the dependent variables that are mentioned in the Loan 

eligibility prediction data set and taken for the Random Forest and Decision Tree 

algorithms. 

Dependent Variables Data Description 

ApplicantIncome Applicant income 

CoapplicantIncome Co-Applicant income 

LoanAmount Loan amount in thousands 

Loan_Amount_Term Term of the loan in months 

Credit_History credit history meets guidelines 

Property_Area Urban/ Semi-Urban/ Rural 

Loan_Status (Target) Loan approved (Y/N) 

 

Table 3. The below table shows the 10 iterations of the Random Forest algorithm and 

Decision Tree algorithm with different test sizes to perform training and testing iterations 

and their extracted accuracies. 

Test Size RFA Accuracy DT Accuracy 

0.2 90.36 89.34 

0.25 90.24 88.21 

0.28 90.91 88.36 

0.3 90.17 87.12 

0.35 89.81 86.42 

0.38 89.24 86.34 

0.4 89.54 86.60 

0.43 89.31 83.97 

0.45 89.81 84.36 

0.5 90.05 86.20 

 

Table 4.  From the group statistics, the standard deviation and Mean accuracy for the 

Random forest algorithm are 0.51130 and 89.9440, and also for the Decision Tree is 

1.68581 and 86.6920. 

Group Statistics 

 RF, DT N Mean 
Std. 

Deviation 

Std. Error 

Mean 
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Accuracy 

RF 10 89.9440 .51130 .16169 

DT 10 86.6920 1.68581 .53310 

 

 

Table 5. The below table shows the Independent samples of  RF and DT, by comparing 

the accuracy of both algorithms the significance rate is 0.024, and the std error 

difference is 0.55708. 

Independent Samples Test 

 

Levene's 

Test for 
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t-test for Equality of Means 
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Fig. 1. Innovate Machine learning classifier architecture. 
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Fig. 2. The bar chart shows the comparison of the Mean Accuracy of analysis of Loan 

eligibility prediction using the Logistic Regression Algorithm (LOR) and Decision Tree 

Algorithm (DT). The Logistic Regression Provides higher accuracy and more compatible 

results. The parameters that are mentioned in the above graph are On the X-axis: LOR 

vs DT. Y-axis: Mean Accuracy is ±1 SD. 


