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Abstract 

 
Aim:The main objective of this paper is to recognize the handwritten digits  with the help of Novel 
Support Vector Machine and Random Forest algorithms. Materials and Methods: The datasets 
extracted for the SKLEARN module using python language which has around 70000 sample points. 

Novel Support Vector Machine predicts the output for dependent variable and independent  variable. 
Sample count for group 1 is 20 and sample count for group group is 20. Total sample size is 40 for 
both groups using  Gpower as 80%. Results: Novel Support Vector Machine comes up with the 

mean accuracy when contrasted with the Random Forest algorithm. Ultimately the Novel Support 
Vector Machine (SVM) pops up with a better value  than the Random Forest (RF) algorithm. The two 
algorithms SVM and RF are statistically satisfied with the independent sample T-test value (p=.001) 
with a confidence level of 95%. (8*8) pixel size image will get through Image Processing. After the 
image is converted into digital format then Image Detection happens to find the digit which is in 
pixel size format. Conclusion: Within the limits of the study the Novel Support Vector Machine has 
better significant accuracy value than Random Forest. 
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INTRODUCTION 

 

Handwritten digit recognition plays a major role in real life banking transactions. 

Reliability and effectiveness in finding the handwritten digit are the main objectives. The 

banking operations have a wide effectiveness in finding the handwritten digits, so this 

project plays a vital role in finding the handwritten digit number which are written in the 

checks. While transferring an amount from one account to another account, there will be 

a lot of problems that will arise in finding check account number detection, so to avoid and 

give error free transactions with the best accuracy rate on finding the handwritten digits, 
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this project will help. Importance of this project is that handwritten digit recognition is the 

ability by which computers can recognize the human handwritten digits with different 

sources like images, papers, touchscreen, etc. Image Processing definitely happened to 

convert the handwritten digit into digital image of 8 * 8 pixel size. In the Image Processing, 

Onces the Image is converted into digital format then the digital format image is detected 

using Image Detection. Applications of handwritten digit recognition are postal mail sorting 

and bank check processing. Postal mail sorting refers to the methods by which postal 

systems determine how and where to route mail for delivery (Das et al. 2012). Once 

accomplished by hand, mail sorting is now largely automated through the aid of specialized 

machines. Bank check processing is during the check-cleaning cycle the local draft or 

checks deposited in the payee’s bank for the payment. The process begins when a check 

is deposited to the union or bank. The bank then requests the money from the check 

writer’s bank (Bangyal, Ahmad, and Abbas 2013). 

Most cited articles, the websites visited reference are IEEE and Google scholar. IEEE – 93 

and Google scholar-174. “Handwritten digit recognition by neural network with single-

layer training” (Knerr, Personnaz, and Dreyfus 1992). “Handwritten digit recognition with 

a backward propagation network” (Impedovo, Pirlo, and Mangini 2012). “A genetic 

algorithm based region sampling for selection of local features in handwritten digit 

recognition applications” (Das et al. 2012). “An optimized hill climbing algorithm for 

feature subset selection region evaluation and handwritten digit recognition” (Nunes et 

al., n.d.). Best cited article is “Handwritten digit recognition using backward propagation 

method” (Tunc 2004).  

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020).Disadvantage in 

existing paper is accuracy in finding the handwritten digit recognition. In existing research 

the maximum accuracy in finding the handwritten digits is only 76%. This accuracy is not 

good for always giving the best result. Don’t have any existing experiences. Aim to study 

is to improve the accuracy rate in recognizing the handwritten digits with the help of a 

Novel Support Vector Machine algorithm to find the accurate possible result. 

 

MATERIALS AND METHODS 

 

The setup of the research has been performed in the Data Analytical Laboratory of 

Department CSE at Saveetha School of Engineering (Saveetha Institute of Medical and 

Technical Sciences). Which hasn't got any ethical approval yet. The project mainly depends 

on two algorithms one is for base and another for comparison, which is classified into two 

groups as SVM and Random forest with two sample sizes of 91 and 91 which is total of 

192 which is done using pertest power of 0.8.  

 

Novel Support Vector Machine 

The base algorithm used for the model is SVM. The algorithm supports vector 

machines which are calculated based on different variables like SUM(A,B,K,Y,A) where 

Each variable refers to an individual term which is useful for the algorithm let us consider 

the input : A S(h ; yi) & nowhere io!, I = B, I,K,Y,A The output is in the format of h(.). 

The mathematical representation has begun by setting V and U set V = (½ -r) Now deriving 

the I such that B (j)<= U and it has maximum cardinality. Program ends with output 

hypothesis h (.)-ABIL (A*, B*). 

 

Random Forest 

The second algorithm which is compared here is Random Forest. Random forests 

construct many individual decision trees at training. Random forest is a popular machine 

learning algorithm that belongs to the supervised learning technique. It can be used for 

both classification and regression problems in Machine Learning. It is based on the concept 

https://paperpile.com/c/MZnrpX/gZsY
https://paperpile.com/c/MZnrpX/VxDR
https://paperpile.com/c/MZnrpX/pCtg
https://paperpile.com/c/MZnrpX/cKk9
https://paperpile.com/c/MZnrpX/gZsY
https://paperpile.com/c/MZnrpX/1UH1
https://paperpile.com/c/MZnrpX/1UH1
https://paperpile.com/c/MZnrpX/hwsM
https://paperpile.com/c/MZnrpX/H2q66+41kIZ+PuTPS+0zaT7+0bxOl+ynwLT+ljaJr+HWMLo
https://paperpile.com/c/MZnrpX/H2q66+41kIZ+PuTPS+0zaT7+0bxOl+ynwLT+ljaJr+HWMLo
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of ensemble learning, which is a process of combining multiple classifiers to solve a 

complex problem and to improve the performance of the model. 

 

The equation (1) gives the formula for finding Mean square Error  in the Random forest: 

                                     MSE = 1/N  I = 1 <<N (fi-Yi)^2                                               (1) 

 

Where N is the number of data points. Fi is the value returned by the model and Yi 

is the actual value for data point I .The model is tested on the setup with the hardware 

requirements as i5 processor, 8GB RAM and 512 SSD by using the acer system. The 

software is Windows 10 and jupyter or googlecolab and pre-installed chrome and with the 

help of MS Excel. The process of testing included the downloading of the required dataset 

to the code requirements. Setting up the path of the dataset and running the code which 

gives the output based on uploaded data from the dataset. The dataset used for the 

proposed model has been imported from the SKLEARN module which has around 70000 

sample points in it. There are three types of attributes which include the digit and different 

attributes related to output of the data. 

 

Statistical Analysis 

The statistical software which is used for doing analysis is IBM SPSS version 22 (64 

bit) which is an analysis software which is done by uploading a dataset to the software 

which gives the output as an independent variable N, means, std. deviation, std. error 

means with the accuracy as the output for the given SVM and Random forest (Xu, Wen, 

and Zhou 2017). 

 

RESULTS 

 

Table 1 Comparison of Accuracy of  Handwritten Digit Recognition using Novel 

Support Vector Machine has the mean=94.5095 and accuracy of Handwritten Digit 

Recognition using Random Forest has the mean = 73.0410. From this it is inferred that 

the accuracy is high in Novel Support Vector Machine Algorithm. 

Table 2 gives group statistics by comparing the algorithm and accuracy using sample 

values=20 for SVM and 20 for Random forest, Mean=94.5095 for SVM and 73.0410 for 

Random forest, std. deviation =2.96918 for SVM and 1.44439 for Random forest, std. 

Error Mean =0.66393 for SVM and 0.32297 for Random forest. 

Table 3 gives about the independent variable which defines the Equality of the variances 

and Equality of Means with the sig (2-tailed) = 0.001 for both assumed and non-assumed 

variances and  means difference of 21.46850 for both assumed and non-assumed 

variances and 95% of confidence value respectively. 

Table 4 and Table 5 represent the classification report for classifier SVM (gamma=0.001) 

and Random Forest respectively. Classification report gives report for classifier SVM. In 

this table for every digit from 0 to 9 what is the rate of accuracy that is obtained for 

precision, recall, f1-score, support is described. Accuracy, Macro average, and weighted 

averages are also added at the end of the table. The average accuracy for the SVM 

classifier is 0.94. The average accuracy for Random Forest  is 0.73. 

Figure 1 gives the comparison of the accuracy value with algorithms SVM (Novel Support 

Vector Machine) and Random forest where the accuracy of SVM is 94.5095% and the 

accuracy value of the Random forest is 73.0410%. Thus, the accuracy rate for Novel 

Support Vector Machine is slightly greater as compared with Random forest algorithm. 

       

DISCUSSION 

 

The analysis of the algorithm has been done with Table1 represents the group 

statistics Table 2 which represents the independent variable and bar graph which represent 

the comparison of two algorithms with the accuracy percentage of 94% for SVM and 73% 

for Random Forest. There are many studies which are related to the similar study of 

proposal research where the findings are. “Handwritten digit recognition by multi-objective 

https://paperpile.com/c/MZnrpX/QTZz
https://paperpile.com/c/MZnrpX/QTZz
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optimization of zoning Methods'', (Impedovo, Pirlo, and Mangini 2012). “Handwritten digit 

recognition using convolutional Neural Network”, (Jain et al. 2021). “Using Random Forest 

for a handwritten digit Neural Network” (Bernard, Adam, and Heutte 2007). “An algorithm 

for handwritten digit recognition using projection histogram and SVM classifier”  (Tuba and 

Bacanin 2015). 

Some opposing algorithms are also there which can solve the problem of handwritten 

digit recognition that is “Handwritten Arabic Numeral recognition using deep learning 

neural networks” (Ashiquzzaman and Tushar 2017).  

The limitations of handwritten digit recognition are it would be a great challenge to 

solve this project with limited no of attributes. Improving the accuracy will be solved by 

adding more attributes.Through Image Processing result is achieved which helps in 

converting the handwritten image into digital image. Digital image is then detected using 

Image Detection. To improve the accuracy in finding handwritten digits through an 

application that was developed by adding more data sets that is around 70000 examples 

which are called sample points among which 50000 are used for development of 

application to find handwritten digits and 20000 are used for testing the application using 

SVM algorithm and comparing Random Forest algorithm.  So in future the handwritten 

digits must be able to be found with a higher accuracy rate as compared to now. 

  

CONCLUSION 

 

In finding handwritten digit recognition, Novel Support Vector Machines give better 

accuracy when compared with Random forest. The research work proposed a method to 

solve the problem of handwritten digit recognition using machine learning algorithms such 

as Novel Support Vector Machine and Random Forest. The Novel Support Vector Machine 

gives the accuracy value of 94.50% whereas the accuracy value of Random Forest is 

73.04%. Without Image Processing it is hard to find the handwritten digits with this 

technology. Image Detection is also one of the important roles in this technology. Thus, 

Novel Support Vector Machines have better accuracy when compared to Random Forest 

algorithms. 
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TABLES AND FIGURES 

Table 1. Comparison of Accuracy of  Handwritten Digit Recognition using Novel Support 

Vector Machine(SVM) (mean=94.5095) and accuracy of Handwritten Digit Recognition 

using Random Forest (mean = 73.0410). 

Test Iteration SVM RF 

Test 1 94.00 73.21 

Test 2 98.50 72.84 

Test 3 91.84 71.54 

Test 4 95.01 70.67 

Test 5 93.45 73.43 

Test 6 90.54 74.00 

Test 7 91.47 72.76 

Test 8 99.87 71.57 

Test 9 93.70 74.67 

Test 10 91.74 76.54 

Test 11 98.88 72.67 

Test 12 92.54 71.46 

Test 13 97.61 72.87 

Test 14 92.98 74.38 

Test 15 95.67 72.97 
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Test 20 93.40 72.47 

 

 

 

Table 2. Group Statistics: Novel Support Vector Machine and Random Forest are the two 

machine learning algorithms used in this research. Sample size per group is 20.Mean 

rate for Novel Support Vector Machine and Random forest are 94.5095 and 73.0410 

respectively. Std. deviation for the Novel Support Vector Machine and Random Forest  

are 2.96918 and 1.44439 respectively. Std. The Error Mean for the Novel Support Vector 

Machine and Random Forest are .66393 and .32297 respectively. 

 Algorithm N Mean 
Std. 

Deviation 

Std. Error 

Mean 

Accuracy 

SVM 20 94.5095 2.96918 .66393 

RF 20 73.0410 1.44439 .32297 

                                                              

Table 3. The statistical calculations for independent samples T test between Novel 

Support Vector Machine and Random Forest. The independent sample test consists of 

significance as 0.001, significance(2-tiled). 
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Table 4. Classification report for classifier SVM(gamma=0.001). Classification report 

gives report for classifier SVM. In this table for every digit from 0 to 9 what is the rate of 

accuracy that is obtained for precision, recall, f1-score, support is described. Accuracy, 

Macro average, and weighted averages are also added at the end of the table. The 

average accuracy for the SVM classifier is 0.94. 

Digit 

Detected 
Precision recall f1-score support 

0 1.00 0.99 0.99 88 

1 0.99 0.97 0.98 91 

2 0.99 0.99 0.99 86 

3 0.98 0.87 0.92 91 

4 0.99 0.96 0.97 92 

5 0.95 0.97 0.96 91 

6 0.99 0.99 0.99 91 

7 0.96 0.99 0.97 89 

8 0.94 1.00 0.97 88 

9 0.93 0.98 0.95 92 

Accuracy   0.94 899 

macro avg 0.94 0.94 0.94 899 

weighted avg 0.94 0.94 0.94 899 
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Table 5. The Classification report for the classifier Random Forest Classifier. In this table 

for every digit from 0 to 9 what is the rate of accuracy that is obtained for precision, 

recall, f1-score, support is described. Accuracy, Macro average and weighted averages 

are also added at the end of the table. The average accuracy for RF is 0.73. 

Digit 

Detected 
Precision recall f1-score support 

0 0.87 0.99 0.93 88 

1 0.90 0.42 0.57 91 

2 0.66 0.80 0.72 86 

3 0.55 0.82 0.66 91 

4 0.91 0.82 0.86 92 

5 0.74 0.62 0.67 91 

6 0.87 0.99 0.93 91 

7 0.70 1.00 0.82 89 

8 0.92 0.26 0.41 88 

9 0.74 0.82 0.77 92 

Accuracy   0.73 899 

macro avg 0.78 0.73 0.73 899 

weighted avg 0.78 0.73 0.73 899 
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Fig. 1. Bar Graph representing the comparison of Novel Support Vector Machine and 

Random Forest in terms of accuracy. The mean accuracy of the Novel Support Vector 

Machine is slightly greater than the Random Forest. X-Axis represents the algorithm and 

Y-Axis represents the Mean P, +/- 1 SD. 

 


