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Abstract 

 
Aim:  To enhance the accuracy in Detection of Malware in Analysis of Novel Malware Detection Using  
Naive Bayes Algorithm comparing Support Vector Machine Algorithm. Materials and Methods: This 

study contains two groups one is the Novel Naive Bayes Algorithm comparing Support Vector 
Machine Algorithm.  Each group consists of a sample size of 30. Their accuracies are compared with 
each other using different sample sizes also. Results: SPSS was used to calculate the sample size. 

The pre-test analysis was maintained at 80%. G-power is used to calculate sample size. The  Support 
Vector Machine Algorithm is 64.1% more accurate than the Naive Bayes Algorithm of 62.8% in 
classifying the malware Detection. There is a statistically insignificant distinction in accuracy for 2-
Algorithms is p>0.05 by performing independent samples t-tests which is 0.206. Conclusion: 

Through this, prediction is done for  The Naive Bayes Algorithm is significantly better than the 
Support Vector Machine (SVM) in identifying Malware detection. It can be also considered as a better 
option for the classification of malware detection. 
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INTRODUCTION 

 

Network safety is an essential factor of computing that protects the safety of data 

kept on PCs connected by a single network. Information on the internet has recently 

become commonplace in our lives (El-Khouly and El-Seoud 2017). Every day, the number 

of network attackers grows, and the risks they pose evolve as well. For foundations such 

as universities, unusual ventures, and businesses, network security is a critical memory. 

Many critical capacities for the nation's security can be delivered through these institutions 

(Le and Markopoulou 2010). Clients these days are particularly interested in web-based 

services. Clients may now speak with one another and share data and information with 

one another. By employing Information Technology (IT) affiliations and Internet-Service-

Providers, these services are now less costly and more useful (ISPs). Malware has the 
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potential to put networks at danger. Malware is an application software that may bring 

digital devices into a network, such as computers, laptops, advanced mobile phones, and 

tablets (Dorf 2018). It affects these devices by misdirecting them and erasing their own 

knowledge and data; for example: Adware may wish to do the nefarious task. Malware is 

the most dangerous threat to networks. To carry out its attack, the virus may take on a 

variety of shapes. It returns as a bundle deal and checks out to access the network on a 

regular basis. New types and forms of malware are discovered on a daily basis. Virus 

programmers are always making decisions on how to shield their malware against anti-

malware applications such as Kaspersky, McAfee, and NOD (Termanini 2018). 

 

According to an increasing number of computer virus malware within networks 

these days, it has evolved into a big menace to our machines. Network attackers created 

the worms specifically to carry out these assaults (Chen 2007). A well-designed system 

model is essential to fight these assaults and prevent them from proliferating and 

spreading throughout the network, inflicting harm to our computers. In this work, we 

designed a detection system model for this topic (Termanini 2018). The planned 

framework recognises the worm malware using data from a dataset obtained from the 

Kaspersky organization website; the framework will obtain the data bundle and then 

dissect it; the Nave Bayesian arrangement procedure will then begin to work and begin to 

characterize the bundle; by utilizing the data mining Naive Bayesian order method, the 

framework worked quickly and produced excellent results in recognising the worm. The 

Naive Bayesian classification approach, which employs probability mathematical equations 

for both danger and benign data, identifies malware and classifies data as threat or benign 

(Xi-cheng et al. 2018). The studies found that using the proposed dataset enhances the 

effectiveness and effectiveness of detecting worm malware by 95% worm detection 

accuracy and 98 percent detection rate with 21% false positives, indicating that using the 

proposed dataset enhances the effectiveness and effectiveness of detecting worm malware 

(Pooryousef and Amini 2017). 

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020).The literature 

review revealed a research gap: classification algorithms based on Naive Bayes are not 

adequate for handling huge datasets. When the dataset has more target classes with 

greater noise and overlaps, it performs poorly. Naive Bayes will underperform and have 

low accuracy in these circumstances wherein the volume of highlights for each record 

factor surpasses the vloume of getting ready statistics tests. The goal of this study is to 

use the Naive Bayes Algorithm to identify cyberbullying and enhance classification 

accuracy by comparing it to the Support Vector Machine Algorithm to decrease false 

detection. 

 

MATERIALS AND METHODS 

 

The research work was performed in the Data analytics Lab in the Department of 

Computer Science and Engineering, Saveetha School of Engineering, Saveetha Institute 

of  Medical And Technical Sciences. The sample size taken for conducting the experiment 

was 10. Two groups are considered as classifiers algorithms in order to classify prediction 

of fare amount, machine learning classification algorithms are used. The work was carried 

out on 100000 records from a data-master dataset (Joslin 2010). The accuracy in 

classifying the malware was performed by evaluating two groups. A total  of 10 iterations 

were performed on each group to achieve better accuracy. The Study uses a dataset-

master image dataset downloaded from kaggle. Fig. 1 shows the architecture of attack 

classification. 
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Naive Bayes (NB) Algorithm 

NB is a probabilistic machine learning algorithm that can be utilized in a wide 

assortment of grouping tasks. The name naive  is utilized on the grounds that it accepts 

the provisions that go into the model are free of one another. Equation (1) gives the 

numerically calculation formula of Bayesian calculation is addressing a class variable and 

the arrangement of qualities are, Conditional probability of A given B can be registered as: 

 
 P(A | B) = P(A ∩ B) / P(B)       (1) 

 

Support Vector Machine (SVM) Algorithm 

SVM is one of the maximum widely known Supervised Learning calculations, that's 

applied for Classification as appropriately as Regression issues. Be that as it may, 

primarily, used for Classification problems in ML. We offer a novel method for detecting 

malware. An approach proposes an SVM based malware detection system with the capacity 

to categorize and prevent harmful programmes. The suggested method contains steps for 

learning and detection. 

 

The steps in the learning stage are as follows: 

1. Knowledge development based on factors that might indicate the existence of mobile 

malware. 

2. Knowledge about mobile malware activity is presented as a number of feature 

vectors. 

3. Using SVM, create a collection of mobile malware classes. 

 

The following steps make up the monitoring stage: 

1. Collecting characteristics on the mobile device that may indicate the presence of 

malware attacks. 

2. Using the information acquired, construct the feature vectors. 

3. In the detecting step, the collected feature vectors are classified using SVM so it is 

possible to allocate them to one of the malicious programs classes. 

4. Stopping the harmful application from running. 

 

Statistical Analysis 

The SPSS (Statistical Package for the Social Sciences) statistical software was used 

in the research for statistical analysis. Group statistics and independent sample t-tests 

were performed on the experimental results and the graph was built for two groups with 

two parameters under study. Support vectors are the data points that lie closest to the 

decision surface (or hyperplane)  They are the data points most difficult to classify. They 

have direct bearing on the optimum location of the decision surface (Bhosale, Ade, and 

Deshmukh 2014). 

 

RESULTS  

 

The proposed algorithm Naive Bayes and existing algorithm Support Vector 

Machine algorithm were run at a time in an Anaconda-Jupyter. As the sample sets are 

executed for a number of iterations the accuracy values of Naive Bayes and Support Vector 

Machine Algorithm classifiers vary for the classification of accuracy  as shown in Table 1. 

Analysis of the overall classification of Detection of Malware in Analysis of Malware 

Detection Using  Naive Bayes Algorithm comparing Support Vector Machine Algorithm 

models shows the classification of the detecting malware. Naive Bayes (62.7%) shows 

better accuracy than Support Vector Machine (64.1%). Statistical  Analysis of Mean, 

Standard deviation and Standard Error and Accuracy of Naive Bayes and Support Vector 

Machine Algorithm is done and shown in table 2. There is a statistically significant 

difference in Accuracy values between the algorithms. Support Vector Machine had 

obtained higher accuracy compared to Naive Bayes as shown in Fig. 2. There is a statistical 

significant difference in accuracy for two algorithms is p>0.05 by performing independent 

https://paperpile.com/c/qVV2ST/7oKx
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samples t-tests which is 0.206 and hence it is insignificant. Hence the statistical analysis 

is done and tabulated in table 3. 

 

DISCUSSION 

 

The Naive Bayes and Support Vector Machine Algorithm classifiers on a dataset 

acquired from diverse sources like Kaggle, Github, et al. are compared during this section. 

After completing preprocessing and extraction on the dataset, the dataset was separated 

into portions for training and testing. The accuracy is calculated using both NB and SVM 

Algorithm. Surprisingly, the Naive Bayes outperformed the SVM in every way. The 

accuracy of a classifier is critical in determining the efficacy of Detection of Novel Cloud 

Malware in Cloud storage to reduce false detection. There is a statistical significant 

difference in accuracy for two algorithms is p>0.05 by performing independent samples t-

tests which is 0.206 and hence it is insignificant. Hence the statistical analysis is done. 

 

The shares of correct predictions divided by the whole number of guesses is known 

as accuracy. We evaluated the accuracy of each machine learning technique to figure out 

which was the foremost effective. We used sci-kits sklearn Metrics accuracy score to 

calculate the classifier accuracy for NB and SVM  algorithm (Jin and Zhan 2008). From the 

database, the algorithm will get matched Analysis of Novel Cloud Malware Detection, also 

as basic profile information about. These findings are being provided to an interface that 

will display and populate a machine learning algorithm that finds and formalizes the ideas 

that underlie the information it sees (Simangunsong, Zarlis, and Tulus 2019). Despite the 

actual fact that the presented methodology yielded good results, the approach's 

shortcoming is that it needs to be enhanced to reduce false detection of malware. This 

may be avoided in the future by combining Naive Bayes with other approaches (Mishra 

and Maheshwary 2017). 

 

There are restrictions with different cloud environments in identifying malware and 

furthermore proposes a cloud-based malware recognition structure, which utilizes a hybrid 

way to deal with recognizing malware. Cloud malware investigation apparatuses are 

growing better than ever features, which could possibly address such vulnerabilities. These 

findings are being provided to an interface that will display and populate a machine 

learning algorithm that finds and formalizes the ideas that underlie the information it sees. 

Despite the actual fact that the presented methodology yielded good results, the 

approach's shortcoming is that it needs to be enhanced to reduce false detection of 

malware. This may be avoided in the future by combining Naive Bayes with other 

approaches. 

 

CONCLUSION 

 

The studies on prediction are completed using the device getting to machine 

learning algorithms. Naive Bayes Algorithms comparing Support Vector Machine are giving 

the accuracy of 62.8%, 64.1% accuracy separately. The studies can be in addition 

prolonged with diverse datasets and diverse attributes for the ensemble of the device 

getting to know algorithms. 
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TABLES AND FIGURES 

Table 1.  Comparison of Accuracy and Sensitivity achieved during the evaluation of Naive 

Bayes and Support Vector Machine (SVM) models for classification with different 

iterations. 

Iterations Naive Bayes Support Vector Machine 

1 62% 64.1% 

2 62.5% 64.0% 

3 61.5% 64.5% 

4 62.3% 63.7% 

5 61.9% 64.8% 

 

Table 2. Statistical  Analysis of Mean, Standard deviation and Standard Error of  and 

Sensitivity of Naive Bayes and Support Vector Machine(SVM). There is a Statistically 

significant difference in Accuracy values in the algorithms. Support Vector Machine had 

the highest Accuracy (64%) and Sensitivity (62%) compared with Naive Bayes. The 

Standard error is also less in Naive Bayes in comparison to Support Vector Machine 

(SVM). 

GROUP N Mean Std. Deviation Std.Error Mean 

Accuracy        Naive 

Bayes 

 

SVM 

5 

 

5 

62.000 

 

64.200 

.79057 

 

.40000 

.35355 

 

.17889 
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Table 3. Comparison of the significance level for Naive Bayes and Support Vector 

Machine algorithms with value  p = 0.001. Both Naive Bayes and Support Vector 

Machine have a significance level less than 0.05 in terms of accuracy with a 95% 

confidence interval. 

 

 

 

 

 

 

 

Accurac

y  

Levene’s 

Test for 

Equality of 

Variances 

 

                     T-test for Equality of means 
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Fig. 1. Architecture Diagram Malware Analysis 

 

 

 
Fig. 2. Comparison of  mean sensitivity of NB and SVM algorithm. The standard errors 

appear to be less in Support Vector Machine compared to Naive Bayes. Support Vector 

Machine Algorithm appears to produce more consistent results with higher sensitivity. X-

Axis: Support Vector Machine vs Naive Bayes Algorithm. Y-Axis: Mean sensitivity of 

detection +/- 2 SD,Error Bars 95% CI. 
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