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Abstract 

 
Aim: The main aim of the research is to detect the spam emails using Convolutional Neural Network 
over KNN Algorithm and KNN algorithm belongs to Novel Cluster Based Method. Materials and 

Methods: Convolutional Neural Network and KNN are implemented in this research work. Sample 
size of n=20 is calculated using G power software. G power value is between 0.59 and 0.9  and 

determined as 10 per group with pretest power 80%, threshold 0.05% and CI 95%. Result: CNN 
algorithm  provides a higher of 91.18% compared to KNN algorithm with 87.05% to classifise. There 
is a significant difference between two groups with a significance value of 0.003 (p<0.05). 
Conclusion: These results show that the performance of the Convolutional Neural Network 

algorithm (91.18%) detects spam emails  better than KNN(87.05%) algorithm in terms of accuracy. 
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INTRODUCTION 

 

The work is about Spam emails detection and spam filtering  using Convolutional Neural 

Network over K Nearest Neighbor and KNN belongs to the Novel Cluster Based Method. 

The prediction using machine learning has succeeded in comparing Convolutional Neural 

Network over K Nearest Neighbor Algorithm. Nowadays email,text,and messenger have 

become part of our life. Spam email detection and email spam filtering  is helpful to classify 

spam emails which saves a lot of time to the users which are using the emails and avoids 

frauds, theft of personal information from various hackers. Recently unwanted commercial 

emails are marked as spam emails (Mishra and Thakur 2013). Email spam is one of the 

major problem that is faced by the every email user. White list and black list plays a major 

role in classification of non-spam from spam emails. On a dialy basis every email user 

recieved hundreds of spam emails from various anonymous address. Some of the certain 

words are marked as the black list and white list. The normal methods for spam email 

filtering using black lists and white lists using ip address and email addresses (Laksono, 

https://paperpile.com/c/6CRj0e/XvHi
https://paperpile.com/c/6CRj0e/KCcE
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Basuki, and Bachtiar 2020). Applications of spam filtering were used in the classification 

of spam emails in our phones, laptops and in our offices. 

In the last five years,Google Scholar identified almost 2000 articles on Spam email 

classification using Machine Learning. White list and black list plays a major role in 

classification of non spam from spam emails. Spam filtering in email detection plays a 

major role in the classification of normal emails from spam emails. Spam emails are very  

annoying to the email users who have fallen victim to the spam emails (Harisinghaney et 

al. 2014).Spam email classification is one of the most important tasks nowadays. Normally 

White list and Black list contain certain words that are used in spam and non-spam emails. 

It has been demonstrated that it is possible to use these machine learning algorithms to 

filter out spam emails from the normal emails (Sheshikala 2014). The purpose of these 

emails is to release confidiental personal information to the hackers and also to steal the 

passwords,usernames and Bank Verification Number (BVN),by using this information they 

try to steal money from our bank accounts (Cormack 2008; Sharma and Suryawanshi 

2016). Some words are grouped into black list and white list to identify the emails as the 

spam or non spam emails and also spam filtering of emails. From all these research 

papers,the best study paper in my opinion is(Laksono, Basuki, and Bachtiar 2020). 

Previously our team has a rich experience in working on various research projects 

across multiple disciplines (Venu and Appavu 2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; Sathish et al. 2020; Reddy et al. 2020; Sathish 

and Karthick 2020; Benin et al. 2020; Nalini, Selvaraj, and Kumar 2020).The research gap 

identified from the existing system shows poor accuracy. The study is to improve the 

accuracy of Classification by incorporating Convolutional Neural Network and comparing 

performance with K-Nearest Neighbour Algorithm. KNN is one of the parts in the Novel 

Cluster Based Method. The proposed model improves accuracy (4.13%) to achieve more 

efficiency (Tuteja and Bogiri 2016). The future scope of proposed work will be classification 

of spam emails  based on  using class labels  for lesser time complexity. 

 

MATERIALS AND METHODS 

 

This study setting was done in the Soft Computing Laboratory,Saveetha School of 

Engineering,Saveetha Institute of Medical and Technical Sciences. Recall that the testing 

setup includes both hardware and software configuration choices. The laptop has an Intel 

Core i7 8th generation CPU with 12GB of RAM, an x86-based processor, a 64-bit operating 

system, and a hard drive. Currently,the software runs on Windows 10 and is programmed 

in Python. Once the program is finished, the accuracy value will appear. Procedure: Wi-Fi 

laptop connected. Chrome to Google Collaboratory search Write the code in Python. Run 

the code. To save the file,upload it to the disc,and create a folder for it. Log in using the 

ID from the message. Run the code to get the output  accuracy and graph. The number 

of required samples in research are two in which group 1 is CNN compared with group 2 

of K Nearest Neighbor Algorithm is part of the  Novel Cluster Based Method. The samples 

were taken from the device and iterated 10 times to get desired accuracy with G power 

80%, threshold 0.05% and CI 95%. The study uses a dataset spam or not-spam dataset 

consisting of a collection of spam and non spam emails downloaded from kaggle 

(mukulkirti 2021). 

Convolutional Neural Network 

CNN is one of the main parts of Neural Networks. CNN algorithm is utilized to detect the 

spam emails from the normal emails. This CNN is an efficient recogization algorithm which 

is widely used in pattern recognition and image processing (Santoso 2019). It has many 

functions such as simple structure, fewer parameters and adaptability. So it has become 

a  hot topic in voice analysis and image recognition (Douzi et al. 2020). 

 

Pseudocode for Convolutional Neural Network 

Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input data. 

https://paperpile.com/c/6CRj0e/KCcE
https://paperpile.com/c/6CRj0e/PQon
https://paperpile.com/c/6CRj0e/PQon
https://paperpile.com/c/6CRj0e/PpeN
https://paperpile.com/c/6CRj0e/6lL3+tNzn
https://paperpile.com/c/6CRj0e/6lL3+tNzn
https://paperpile.com/c/6CRj0e/KCcE
https://paperpile.com/c/6CRj0e/5H1ox+r8Ar7+jtXDM+cfKyJ+N1Hza+GujyQ+BO9rs+HgVSD
https://paperpile.com/c/6CRj0e/5H1ox+r8Ar7+jtXDM+cfKyJ+N1Hza+GujyQ+BO9rs+HgVSD
https://paperpile.com/c/6CRj0e/5H1ox+r8Ar7+jtXDM+cfKyJ+N1Hza+GujyQ+BO9rs+HgVSD
https://paperpile.com/c/6CRj0e/QrQW
https://paperpile.com/c/6CRj0e/EYlA
https://paperpile.com/c/6CRj0e/kiao
https://paperpile.com/c/6CRj0e/KGip
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Step4: Split the datasets for testing and training the dataset. 

Step5: Apply Convolutional Neural Network 

Step6: Predict the results. 

 

K Nearest Neighbour 

K Nearest Neighbor algorithm is a simple algorithm that stores all available cases and 

classifies new cases based on the similarity measure (Sharma and Suryawanshi 2016). 

The KNN algorithm can compete with the most accurate predections. Therefore we use 

KNN algorithms for applications that require more accuracy. The quality of the predection  

depends on the distance measure (Nayak, Jiwani, and Rajitha 2021). 

 

Pseudocode for K Nearest Neighbor 

Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input data. 

Step4: Split the datasets for testing and training the dataset. 

Step5: Apply K Nearest Neighbor algorithm.  

Step 6: Predict the results. 

 

Statistical Analysis 

SPSS is a software tool used for statistics analysis. The proposed system utilized 10 

iterations for each group with predicted accuracy noted and analyzed. Independent 

samples t-test was done to obtain significance between two groups. Dependent variable 

is no.of white list words and independent variable is no.of black list words. The study uses 

a dataset spam or not-spam dataset consisting of a collection of spam and non spam 

emails downloaded from kaggle (mukulkirti 2021). 

 

RESULTS 

  

Table 1 shows the accuracy value of iteration of CNN and KNN. Table 2 represents the 

Group statistics results which depicts CNN with mean accuracy of 91.18%,and standard 

deviation is 2.63. KNN  has a mean accuracy of 87.05% and standard deviation is 1.21. 

Proposed KNN algorithm provides better performance compared to the CNN algorithm. 

Table 3 shows the independent samples T-test value for KNN and CNN  with Mean 

difference as 4.12,Std Error Difference as 0.91. Significance value is observed as 0.003 

(p<0.05). Figure.1 shows the bar graph comparison of mean of accuracy on KNN and CNN 

algorithm. Mean accuracy of CNN  algorithm  is 91.18% and KNN algorithm  is 87.05%. 

 

DISCUSSION 

 

In this study,classification of spam emails using CNN algorithm has significantly higher 

accuracy,approximately 91.18% in comparison to KNN (87.05%). CNN algorithm  appears 

to produce more consistent results with minimal standard deviation.  

The similar findings of the paper (Sharma and Suryawanshi 2016) had an accuracy 

of 84% with CNN which was used to classify the spam emails from normal emails. The 

proposed work of (Sharma and Suryawanshi 2016) reported CNN has 84% accuracy which 

is used to  classify the spam emails. The work proposed by (Sharma and Suryawanshi 

2016) shows the CNN has a better accuracy of 90%. CNN  algorithm which is used in both 

traditional and modern methods (Sharma and Suryawanshi 2016) as per their research it 

opposes CNN has highest accuracy and KNN algorithm will get least accuracy compared to 

other machine learning techniques  which ranges between 60% when compared to other 

machine learning algorithms will get more accuracy than this. By using CNN to classify the 

spam emails it will have key issues to pretend (Guia, Silva, and Bernardino 2019; Renuka, 

Karthika Renuka, and Hamsapriya 2010) in this paper shows CNN has the least accuracy 

of 78%. Increasing the dataset's value only tends to get desired accuracy. CNN algorithm 

performs better with a combination of other machine learning algorithms. 

https://paperpile.com/c/6CRj0e/tNzn
https://paperpile.com/c/6CRj0e/dOzo
https://paperpile.com/c/6CRj0e/EYlA
https://paperpile.com/c/6CRj0e/tNzn
https://paperpile.com/c/6CRj0e/tNzn
https://paperpile.com/c/6CRj0e/tNzn
https://paperpile.com/c/6CRj0e/tNzn
https://paperpile.com/c/6CRj0e/tNzn
https://paperpile.com/c/6CRj0e/0B3x+qyEs
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The limitation of this research is that it cannot give appropriate results for smaller 

data like below the size of 5. In this model it is not able to consider all given feature 

variable parameters for training.  The future scope of proposed work will be classification 

of spam emails  based on  using class labels  for lesser time complexity. 

 

CONCLUSION 

 

These results show that the performance of the Convolutional Neural Network  in 

classification of spam emails (91.18%) is  better than that of the KNN (87.05%) in terms 

of  accuracy. The Convolutional Neural Network algorithm has more efficiency than the 

KNN algorithm. Convolutional Neural Network algorithm classifies spam emails better than 

that of KNN algorithm. 
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TABLES AND FIGURES 

Table 1. Accuracy Values for CNN and KNN 

S.NO      CNN      KNN 

1 89.76 86.12 

2 89.89 85.77 

3 87.05 86.95 

4 87.45 88.89 

5 93.15 87.59 

6 93.45 86.75 

7 90.28 85.33 

8 94.07 86.45 

9 93.58 87.95 

10 93.17 88.76 

 

 Table 2. Group statistics results state that CNN has an mean accuracy (91.18%), 

std.deviation (2.63), whereas KNN  has mean accuracy (87.05%), std.deviation 

(1.21). 

                                                              Group Statistics 

 

 

Accuracy 

     Groups         N      Mean 
Std 

deviation 

Std. Error 

Mean 

CNN 10 91.18 2.63 0.83 

KNN 10 87.05 1.21 0.38 

 

Table 3. Independent samples T-test - CNN  seems to be significantly better than KNN 

(p=0.003) 
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Fig.1.Bar Graph Comparison on mean accuracy of CNN (91.18%) and KNN (87.05%).  X-

axis:KNN,CNN algorithms, Y-axis: Mean Accuracy with  ±1 SD. 

 

 

 

 

 

 


